


	
		×
		

	






    
        
            
                
                    
                        
                    
                

                
                    
                        
                    
                

                
                    
                        
                            
							
                        

                    

                

                
                    	
                            Log in
                        
	
                            Upload File
                        


                

            


            
                
                    	
                            Most Popular
                        
	
                            Art & Photos
                        
	
                            Automotive
                        
	
                            Business
                        
	
                            Career
                        
	
                            Design
                        
	
                            Education
                        
	
                            Hi-Tech
                        


                    + Browse for More
                

            

        

    



    
        
            
                
                

                
                	Home
	Documents

	Selected Topics of Semiconductor Physics and Technology ... · Selected Topics of Semiconductor...



                




    
        
            
                
                    
                        

                        
                        
                    

                    
                        
						1

126
                        
                    

                    
                        
                        100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                        
                    

					
                

            

            
                
                    
                    
                    
                

                
                    

                    

                    
                        
                         Match case
                         Limit results 1 per page
                        

                        
                        

                    

                

            

            
									
    
        
        

        

        

        
        
            
        

        
    






				            

        

    









                
                    Selected Topics of Semiconductor Physics and Technology ... · Selected Topics of Semiconductor Physics and Technology Editors: ... All numerical examples presented in this thesis


                    
                                                Download PDF
                        
                        Report
                    

                    
                        	
								Upload

									hadang
								

							
	
                                View

                                    281
                                

                            
	
                                Download

                                    3
                                

                            


                    

                    
                    
                        
                        
                            
                                    
Facebook

                        

                        
                        
                            
                                    
Twitter

                        

                        
                        
                            
                                    
E-Mail

                        

                        
                        
                            
                                    
LinkedIn

                        

                        
                        
                            
                            
Pinterest

                        

                    


                    
                

                

                    
                    Embed Size (px)
                        344 x 292
429 x 357
514 x 422
599 x 487


                    

                    

                    
                                        Citation preview

                    Page 1
						
						


Page 2
						
						

TECHNISCHE UNIVERSITÄT MÜNCHEN Physik-Department
 Institut für Theoretische Physik Lehrstuhl Univ.-Prof. Dr. Peter Vogl
 Modeling of semiconductor nanostructures and
 semiconductor–electrolyte interfaces
 Stefan Birner
 Vollständiger Abdruck der von der Fakultät für Physik der Technischen Universität München zur Erlangung des akademischen Grades eines
 Doktors der Naturwissenschaften (Dr. rer. nat.) genehmigten Dissertation. Vorsitzender: Univ.-Prof. Jonathan J. Finley, Ph.D. Prüfer der Dissertation: 1. Univ.-Prof. Dr. Peter Vogl 2. Univ.-Prof. Paolo Lugli, Ph.D. Die Dissertation wurde am 12.10.2011 bei der Technischen Universität München eingereicht und durch die Fakultät für Physik am 15.11.2011 angenommen.

Page 3
						
						

1. Auflage November 2011 Copyright 2011 by Verein zur Förderung des Walter Schottky Instituts der Technischen Universität München e.V., Am Coulombwall 4, 85748 Garching. Alle Rechte vorbehalten. Dieses Werk ist urheberrechtlich geschützt. Die Vervielfältigung des Buches oder von Teilen daraus ist nur in den Grenzen der geltenden gesetzlichen Bestimmungen zulässig und grundsätzlich vergütungspflichtig. TTitelbild: Schematic layout of a silicon-on-insulator based protein sensor Two inversion layers are present in the p-type silicon layer. The density of these two-dimensional electron gases (2DEGs) can be tuned by adjusting the back gate UBG and the electrolyte gate potential UG. Ni2+ ions in the electrolyte solution form a chelate complex with the NTA headgroups of the functionalized surface resulting in a negative interface charge density �Ni at the lipid–electrolyte interface. The amino acid charge is assumed to be distributed homogeneously over a width w. The electrolyte region includes the histidine-tagged amino acids as well as the neutral part of the tag of length d. Upon adsorption of amino acids the density in the right inversion layer changes slightly which increases the conductivity, and thus the source–drain current in the 2DEG. Druck: Printy Digitaldruck, München (http://www.printy.de)
 ISBN: 978-3-941650-35-0
 Contents
 Abstract v
 Zusammenfassung vii
 Introduction 1
 I. Semiconductors 3
 1. Calculation of semiconductor nanostructures 51.1. Poisson equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
 1.2. Doping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
 1.3. Strain equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
 2. Single-band envelope function approximation 152.1. The single-band Schrodinger equation . . . . . . . . . . . . . . . . . . . . 15
 2.2. Periodic boundary conditions – Minibands in artificial quantum dot crystals 17
 2.2.1. Theoretical background . . . . . . . . . . . . . . . . . . . . . . . . 18
 2.2.2. Miniband dispersion in a bulk 1D sample . . . . . . . . . . . . . . 19
 2.2.3. Miniband dispersion in Ge–Si quantum dot crystals . . . . . . . . 20
 2.3. Magnetic field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
 2.3.1. Fock–Darwin spectrum . . . . . . . . . . . . . . . . . . . . . . . . 27
 2.3.2. Results: Qubit manipulation . . . . . . . . . . . . . . . . . . . . . 29
 3. Multi-band k · p envelope function approximation 333.1. The multi-band k · p Schrodinger equation . . . . . . . . . . . . . . . . . . 33
 3.2. Spurious solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
 3.3. Energy levels in unipolar devices based on intersubband transitions . . . . 59
 3.4. Spin-orbit coupling in silicon quantum dots . . . . . . . . . . . . . . . . . 62
 3.5. Type-III broken-gap band alignment – HgTe–CdTe quantum well . . . . . 65
 3.6. Type-II broken-gap band alignment – InAs–GaSb superlattice . . . . . . . 68
 4. Ballistic quantum transport using the contact block reduction (CBR) method– An introduction 754.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
 4.2. Ballistic quantum transport . . . . . . . . . . . . . . . . . . . . . . . . . . 76
 4.3. The contact block reduction (CBR) method – An overview . . . . . . . . 77
 i

Page 4
						
						

Contents
 4.4. The CBR method for one-dimensional devices . . . . . . . . . . . . . . . . 79
 4.4.1. Energy levels and wave functions of the device Hamiltonian . . . . 80
 4.4.2. Projection of device eigenfunctions onto lead modes . . . . . . . . 82
 4.4.3. Setup energy interval and calculate properties for each energy Ei . 82
 4.4.4. Transmission function of a double barrier structure (1D example) . 86
 4.5. The CBR method for two- and three-dimensional devices . . . . . . . . . 88
 4.5.1. Energy levels and wave functions of the device Hamiltonian . . . 89
 4.5.2. Projection of device eigenfunctions onto lead modes . . . . . . . . 90
 4.5.3. Setup energy interval and calculate properties for each energy Ei . 91
 4.5.4. Transmission function of a 2D structure with several barriers (2Dexample) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
 4.5.5. Transmission function of a nanowire structure (3D example) . . . . 93
 4.6. Local density of states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
 4.7. Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
 4.8. Self-consistent CBR algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 101
 4.8.1. Poisson equation in the CBR method . . . . . . . . . . . . . . . . 102
 4.8.2. Predictor–corrector approach . . . . . . . . . . . . . . . . . . . . . 102
 4.8.3. Self-adapting energy grid . . . . . . . . . . . . . . . . . . . . . . . 103
 4.8.4. Extracting the quasi-Fermi level . . . . . . . . . . . . . . . . . . . 105
 4.8.5. nin–resistor (1D example) . . . . . . . . . . . . . . . . . . . . . . . 106
 4.9. Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
 4.10. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
 5. Calculation of electron mobility in a two-dimensional electron gas 113
 II. Biosensors 119
 6. Introduction 121
 7. Theoretical model for the detection of charged proteins with a silicon-on-insulator sensor 1237.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
 7.2. Modeling the semiconductor . . . . . . . . . . . . . . . . . . . . . . . . . . 124
 7.3. Modeling the electrolyte . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
 7.4. Modeling the coupled system of semiconductor and electrolyte . . . . . . 127
 7.5. Description of the geometry and composition of the protein sensor . . . . 127
 7.5.1. Sensor structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
 7.5.2. Model of the protein charge distribution . . . . . . . . . . . . . . . 130
 7.6. Results of the calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
 7.6.1. Influence of the protein charge on the sensitivity . . . . . . . . . . 131
 7.6.2. Influence of the ionic strength on the sensitivity . . . . . . . . . . . 136
 7.7. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
 ii
 Contents
 8. Extension to the Poisson–Boltzmann equation 1398.1. The Gouy–Chapman solution . . . . . . . . . . . . . . . . . . . . . . . . . 1398.2. Debye–Huckel approximation . . . . . . . . . . . . . . . . . . . . . . . . . 1438.3. Buffer solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
 8.3.1. Ionic strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1458.3.2. Effect of temperature on buffers . . . . . . . . . . . . . . . . . . . 1458.3.3. Debye–Huckel relationship . . . . . . . . . . . . . . . . . . . . . . . 1458.3.4. Henderson–Hasselbalch equation . . . . . . . . . . . . . . . . . . . 1468.3.5. Phosphate buffer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
 8.4. Extended Poisson–Boltzmann equation: Potentials of Mean Force . . . . . 148
 9. Modeling graphene based solution gated field-effect transistors 1559.1. Band structure of graphene . . . . . . . . . . . . . . . . . . . . . . . . . . 1559.2. Density and capacitance of graphene films . . . . . . . . . . . . . . . . . . 1589.3. Results: Modeling graphene based sensors in liquid environments . . . . . 161
 10.Modeling diamond based solution gated field-effect transistors 16910.1. Band structure of diamond . . . . . . . . . . . . . . . . . . . . . . . . . . 17010.2. Results: Influence of substrate orientation on the density of a two-dimen-
 sional hole gas in diamond . . . . . . . . . . . . . . . . . . . . . . . . . . . 17210.3. Results: Hydrophobic interaction and charge accumulation at the diamond–
 electrolyte interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
 A. Metal–insulator–semiconductor structures 187
 B. Temperature dependent material parameters 193B.1. Temperature dependent lattice constants . . . . . . . . . . . . . . . . . . . 193B.2. Temperature dependent band gaps . . . . . . . . . . . . . . . . . . . . . . 193B.3. Temperature dependent k · p parameters . . . . . . . . . . . . . . . . . . . 195
 C. Analytical equations for biaxial strain for arbitrary substrate orientations 197C.1. Simulation coordinate system . . . . . . . . . . . . . . . . . . . . . . . . . 197C.2. Crystal coordinate system . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
 List of Figures 201
 List of Tables 205
 List of Publications 207
 Acknowledgements 213
 Bibliography 215
 iii

Page 5
						
						

Abstract
 This thesis consists of two parts.
 The main objective of Part I is to give an overview of some of the methods thathave been implemented into the nextnano3 software. Examples are discussed that giveinsight into doping, strain and mobility. Applications of the single-band Schrodingerequation include three-dimensional superlattices, and a qubit that is manipulated by amagnetic field. Results of the multi-band k · p method are presented for HgTe–CdTeand InAs–GaSb superlattices, and for a SiGe–Si quantum cascade structure. Particularfocus is put on a detailed description of the contact block reduction (CBR) method thathas been developed within our research group. By means of this approach, quantumtransport in the ballistic limit in one, two and three dimensions can be calculated. Iprovide a very detailed description of the algorithm and present several well documentedexamples that highlight the key points of this method. Calculating quantum transportin three dimensions is a very challenging task where computationally efficient algorithms– apart from the CBR method – are not available yet.
 Part II describes the methods that I have implemented into the nextnano3 softwarefor calculating systems that consist of a combination of semiconductor materials andliquids. These biosensors have a solid–electrolyte interface, and the charges in the solidand in the electrolyte are coupled to each other through the Poisson–Boltzmann equa-tion. I apply this model to a silicon based protein sensor, where I solve the Schrodingerequation together with the Poisson–Boltzmann equation self-consistently, and comparetheoretical results with experiment. Furthermore, I have developed a novel approach tomodel the charge density profiles at semiconductor–electrolyte interfaces that allows usto distinguish hydrophobic and hydrophilic interfaces. Our approach extends previouswork where ion specific potentials of mean force describe the distribution of ion speciesat the interface. I apply this new model to recently developed graphene and diamondbased solution gated field-effect transistors, and compare my calculations to experiment.
 All numerical examples presented in this thesis are available as input files for thenextnano3 and/or nextnano++ software. It is thus possible for other researchers toreproduce the results of all calculations of this thesis. Additionally, the respective inputfiles can easily be modified to study variations of device characteristics, like geometry,choice of materials, doping, and many more. To date, the nextnano software has beenused successfully in many master and doctoral theses, as well as in numerous scientificarticles to provide either a qualitative understanding or a quantitative analysis of theelectronic and optoelectronic properties of modern semiconductor nanostructures.
 v
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Zusammenfassung
 Diese Arbeit besteht aus zwei Teilen.
 In Teil I stelle ich einige Modelle vor, die in der nextnano-Software verwendet werden.Als Beispiele diskutiere ich dotierte und verspannte Halbleiter, sowie die Mobilitat vonLadungstragern. Dreidimensionale Ubergitter und ein durch ein Magnetfeld manipulier-tes Qubit werden als Anwendungen der Einband-Schrodinger-Gleichung prasentiert. MitHilfe der Mehrband-k · p-Schrodinger-Gleichung berechne ich HgTe–CdTe- und InAs–GaSb-Ubergitter, sowie eine SiGe–Si-Quantenkaskadenstruktur. Besonderes Augenmerklege ich auf die detaillierte Beschreibung der ‘Contact Block Reduction’-Methode (CBR),die in unserer Arbeitsgruppe entwickelt wurde. Sie erlaubt, ballistischen Quantentrans-port in ein, zwei und sogar drei Dimensionen zu berechnen. Der entsprechende Algo-rithmus wird sorgfaltig anhand mehrerer Beispiele erklart, um die wesentlichen Aspektehervorzuheben. Quantentransportrechnungen in drei Dimensionen sind extrem aufwen-dig und mit momentan verfugbaren Rechenkapazitaten kaum zu meistern. Außer derCBR-Methode sind derzeit keine effizienten Algorithmen verfugbar.
 Teil II behandelt die Modelle, die ich in nextnano implementiert habe, um Systemezu berechnen, die aus einer Kombination von Halbleitermaterialien und Flussigkeitenbestehen. Diese Biosensoren weisen eine Festkorper–Elektrolytgrenzflache auf, wobeidie Ladungen im Festkorper und in der Flussigkeit uber die Poisson–Boltzmann-Glei-chung gekoppelt sind, die zusammen mit der Schrodinger-Gleichung selbstkonsistentgelost wird. Als Anwendung berechne ich siliziumbasierte Proteinsensoren. Des Wei-teren habe ich eine neue Methode entwickelt, um die Verteilung der Ladungstrager anHalbleiter–Elektrolytgrenzflachen zu modellieren. Sie erlaubt es, zwischen hydrophobenund hydrophilen Grenzflachen zu unterscheiden. Mittels ionenspezifischer Potenziale desmittleren Feldes wird die Verteilung der Ionen an der Grenzflache beschrieben. Damitanalysiere ich Biosensoren, die aus Graphen und Diamant bestehen, und vergleiche dietheoretischen Ergebnisse mit experimentellen Resultaten.
 Die in dieser Arbeit berechneten Beispiele sind als Eingabedateien fur die nextnano-Software verfugbar. Somit konnen alle hier vorgestellten Ergebnisse reproduziert wer-den. Die entsprechenden Eingabedateien konnen modifiziert werden, um Variationender Bauelementeigenschaften, wie z. B. Geometrie, Wahl der Materialien, Dotierungen,usw. zu untersuchen. nextnano wurde bereits in zahlreichen Diplom- und Doktorar-beiten, sowie wissenschaftlichen Veroffentlichungen erfolgreich verwendet, um sowohlein qualitatives Verstandnis, als auch eine quantitative Analyse der elektronischen undoptoelektronischen Eigenschaften moderner Halbleiternanostrukturen zu ermoglichen.
 vii
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Introduction
 The quickly progressing technology of semiconductor quantum structures requires anddepends on reliable predictive theoretical methods for systematically improving, design-ing and understanding the electronic and optical properties of such structures. Due tothe increase in computing power and the simultaneous decrease of cost for fast processorsand memory, computational physics is no longer a field of specialists (i.e. theorists), thathave access to powerful supercomputers. Computer modeling nowadays has becomea convenient tool for both, educational purposes as well as to support experimental-ists while analyzing measured data or to design new experiments. The challenge is tomake available to this audience a tool that covers the most important semiconductorequations, including the related theoretical improvements that have been made over thepast decades, for instance the ones that go beyond the simple ‘single-band effective-mass’ model that is still widely used due to its simplicity and intuitiveness1. Thesemore sophisticated models take into account the anisotropy and nonparabolicity of theelectron and hole masses, usually employed within an 8-band k · p model. Strain isan important degree of freedom to optimize the electronic (e.g. mobility) and opticalproperties (e.g. transition energies) of heterostructures. This involves a model to takeinto account deformation potentials as well as piezoelectric fields. The technologicallyimportant nitride materials crystallize in the wurtzite structure. This introduces morecomplexity into the equations in comparison to the simpler zinc blende materials as thecubic symmetry is lost. Additionally, pyroelectric fields have to be taken into accountfor these materials. Nowadays, semiconductor layers can be grown not only on (001)oriented wafers but also along less symmetric crystallographic directions like [110] or[311]. These orientations not only require the rotation of the coordinate systems and therelevant equations, they also make it necessary to consider nonsymmetric displacementtensors as well as piezoelectric fields. The variety of possible semiconductor materialsand their alloys (including organic semiconductors) for designing and improving devicesis huge. A software has to take care of all of them, and should provide an up-to-datedatabase with all relevant material parameters. This is indeed very relevant for thetopic of ‘sustainable materials’, which includes the reduction and eventually eliminationof the use of toxic materials, like the replacement of CdS by ZnS in CIGS solar cells,or the replacement of rare materials like indium with abundant alternatives. Such areplacement will inevitably lead to a decrease in performance which requires a detailedunderstanding of the device characteristics in order to again enhance performance bymodifying the device layout. Certainly, the detailed analysis of such structures by meansof modeling is an excellent way to support such activities.
 1e.g. G. Snider’s ‘1D Poisson’ program. It can be obtained from: http://www.nd.edu/˜gsnider/
 1
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Chapter 0. Introduction
 In addition to one-dimensional quantum confinement (e.g. quantum wells, superlat-tices), two-dimensional and three-dimensional quantum confinement has been studiedintensively during the past decades both experimentally and theoretically (quantumwires, quantum dots, quantum dot crystals). Consequently, the latter heterostructuresrequire 2D or 3D simulation environments (e.g. [SGB99]) which go far beyond simpleself-written 1D codes for quantum wells. Most of these structures require the applicationof a bias, and thus a model that calculates the current has to be implemented.In this thesis a selection of the relevant physical models that are implemented in the
 software package nextnano are described. nextnano allows one to study the realisticelectronic structure and optical properties of arbitrarily shaped three-dimensional semi-conductor nanostructures consisting of diamond-type, zinc blende or wurtzite materialsand their alloys. It is possible to study these heterostructures under bias and calculatethe current density close to equilibrium. First, the strain is calculated within a con-tinuum elasticity approach. Using band offsets and deformation potential theory, thenew conduction and valence band edges are obtained. Then the Poisson, multi-bandSchrodinger and current equations are solved self-consistently, taking into account dop-ing, piezo- and pyroelectric charges, excitonic effects and magnetic fields. Finally, opticalproperties such as transition matrix elements or absorption can be calculated. Describingthe electronic transport on a quantum mechanical level that takes into account scatteringon an equal footing – in contrast to ballistic transport – is still a challenge. The quantumcascade laser is a nice example of a quantum device that has been invented only recently.It is for sure that further devices will be engineered that profoundly rely on quantummechanics. They are expected to path the way to new disruptive technologies. Possiblecandidates might include the fields of quantum information processing, spintronics, ther-moelectrics or nanostructures for energy generation, conversion or storage. Structureslike biosensors that connect the semiconductor world to the life sciences are expected tohave a promising future and economical potential, but developing these devices requiresa very interdisciplinary approach. A software for biosensors that works as an educationaltool could provide the chemistry and life science experts with a decent introduction intothe field of semiconductor physics, thus contributing to make the designing process ofsuch devices more efficient. Theoretical modeling of solid-state qubits – the buildingblocks of quantum computers – is very likely of great help to experimentalists, whereasactually building a quantum computer still remains one of the greatest challenges ofcurrent and future research activities in physics. The nextnano software has been, isand will be of real benefit to the semiconductor community. This thesis highlights someof the models implemented, and discusses recent applications and results.
 2
 Part I.
 Semiconductors
 3
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1. Calculation of semiconductornanostructures
 In this chapter we sketch the capabilities of the nextnano software and discuss someof the main equations that are implemented into the code. We illustrate them usingseveral examples, like the charge carrier concentrations for different doping properties,or the strain tensor components of a compressively strained layer for different growthdirections.
 nextnano is a simulation tool that aims at providing global insight into the basicphysical properties of realistic three-dimensional mesoscopic semiconductor structures.It focuses on quantum mechanical properties such as the global electronic structure,optical properties [Eiß08], and the effects of electric and magnetic fields for virtually anygeometry and combination of semiconducting materials. For the calculation of the carrierdynamics a drift–diffusion model based on a quantum-mechanically calculated densityis employed [Hac02]. Alternatively, a self-consistent ballistic transport model basedon the contact block reduction (CBR) method can be used (Chapter 4). A detaileddiscussion of the implemented models were already presented in previous PhD thesesby Hackenbuchner [Hac02], Sabathil [Sab04], Zibold [Zib07] and Andlauer [And09]. Forthat reason we chose to avoid reproducing their equations and focus on aspects of thenextnano software not previously covered, like a summary of all the various sets ofk · p parameters used in the literature, examples for strain calculations for arbitrarysubstrate orientations, examples for doping, calculations of minibands in superlattices,self-consistent k · p Schrodinger–Poisson calculations for several substrate orientations,comparison of k · p calculations to tight-binding calculations, and finally the modelingof semiconductor–electrolyte structures (Part II).
 Several empirical band structure methods for semiconductors exist. The three mostcommon ones are the tight-binding, the pseudopotential and the k · p method. Thenextnano software and this thesis are based on the (multi-band) k ·p method where thebasis functions used to represent the Schrodinger equation are Bloch states (Chapter 3).Pseudopotential calculations are based on plane-wave basis functions whereas tight-binding uses atom-like basis functions. The wave functions obtained from the k · pSchrodinger equation are envelope functions. Therefore, this method is also known asthe multi-band envelope function approximation (EFA). In the special case of takinginto account only one band (usually a conduction band), the multi-band k · p methodreduces to the single-band Schrodinger equation (effective-mass EFA) (Chapter 2).
 Once the number of atoms of a device exceeds a few hundreds, microscopic methodsthat take into account the detailed atomic structure become not only unfeasible alto-gether but also impractical as the observables of interest are slowly varying over atomic
 5
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Chapter 1. Calculation of semiconductor nanostructures
 distances. In spite of many attempts to develop alternatives, there is still only one es-tablished and well-studied electronic structure method that is suitable for systems ofmesoscopic length scales. This approximation widely used for the past 50 years is theso-called envelope function approximation based on the k ·p method which is describedin more detail in Chapter 3. In spite of its known limitations and shortcomings [WZ96],this method has been amazingly successful in predicting semiconductor nanostructures(e.g. [Bas88]). The EFA turned out to be a powerful tool for device simulations sinceusually we are not interested in the details of inter-atomic distance scale. The mostattractive feature of the EFA is relatively low computationally cost both in terms ofCPU time and memory size.
 1.1. Poisson equation
 The Poisson equation describes the electrostatics within the device and reads
 ∇ · [ε0εr(x)∇φ(x)] = −ρ(x), (1.1)
 where φ is the electrostatic potential and ε0 is the vacuum permittivity. The tensor εris the material dependent static dielectric constant at position x. It is isotropic in zincblende materials but anisotropic for wurtzite.The charge density distribution ρ(x) within a semiconductor device is given by
 ρ(x) = e[−n(x) + p(x) +N+
 D (x)−N−A (x) + ρfix(x)
 ], (1.2)
 where e is the positive elementary charge, n and p are the electron and hole densities, andN+
 D and N−A are the ionized donor and acceptor concentrations, respectively. The latter
 are covered in the next section. If required, fixed interface or volume charge densities ρfixcan be taken into account, e.g. arising from piezo- or pyroelectric charges. The electronand hole densities can be calculated classically within the Thomas–Fermi approximationor quantum mechanically if quantum confinement effects are important [Hac02].We discretize the Poisson equation on a nonuniform grid with a finite differences
 method and solve it numerically by an iterative Newton–Raphson scheme. More detailsabout the numerical solution of the Poisson equation can be found in Refs. [Hac02,LKBJ97, TSCH90]. Typically, Neumann boundary conditions for the Poisson equationare employed which implies a vanishing electric field at the boundaries
 ∂φ
 ∂x= 0. (1.3)
 For nonequilibrium simulations we use Dirichlet boundary conditions [LKBJ97]. Here,one first has to determine the electrostatic potential in equilibrium (built-in potential)using zero-field (Neumann) boundary conditions. The electrostatic potential at theboundaries is then fixed (Dirichlet boundary condition) with respect to the chemicalpotentials taking into account the previously calculated built-in potential at the bound-aries [Hac02]. The chemical potentials at the contacts are fixed and correspond to theapplied bias. An example of a Schottky barrier boundary condition is discussed andsimulated in Appendix A.
 6
 1.2. Doping
 1.2. Doping
 The ionized shallow donor and acceptor densities N+D , N−
 A are given by
 N+D (x) =
 ∑i∈Donors
 ND,i (x)
 1 + gD,i exp ((EF,n (x)− ED,i (x)) /kBT )(1.4)
 N−A (x) =
 ∑i∈Acceptors
 NA,i (x)
 1 + gA,i exp ((EA,i (x)− EF,p (x)) /kBT ), (1.5)
 where the summation is over all different donor or acceptors species i, kB is the Boltz-mann constant, T is the temperature, EF,n, EF,p are the electron and hole Fermi levels,ND,i, NA,i are the donor and acceptor concentrations and ED,i, EA,i are the energies ofthe neutral donor and acceptor impurities, respectively, that generally also depend onx. The latter are determined by the ionization energies Eion
 D,i, EionA,i, the bulk conduction
 and valence band edges (including shifts due to strain) and the electrostatic potential.The ionization energies of these shallow donors Eion
 D,i, EionA,i are rather small (between
 5 − 50meV) and thus one can assume that the impurities are in equilibrium with theconduction or valence bands that are energetically very close. Therefore the number ofionized donors depends on the local quasi-Fermi level of the electrons, and the numberof ionized acceptors on the local quasi-Fermi level of the holes
 ED,i (x) = Ec,0 (x)− eφ (x)− EionD,i (x) = Ec (x)− Eion
 D,i (x) (1.6)
 EA,i (x) = Ev,0 (x)− eφ (x) + EionA,i (x) = Ev (x) + Eion
 A,i (x) . (1.7)
 The degeneracy factor is usually given by gD,i = 2 for donors and gA,i = 4 for acceptors[Boe92] and considers the different transition rates from the impurity into the conductionor valence band and vice versa.Shallow donors (gD,i = 2): The outer s orbital is onefold occupied in the neutral state.There is one possibility to get rid of one electron but there are two to incorporate oneelectron (spin up ↑, spin down ↓).Shallow acceptors (gA,i = 4): The sp3 orbital is threefold occupied. Thus there is onepossibility to incorporate an electron and four possibilities to get rid of an electron.We assume that both donor and acceptor impurities have only a single energy level
 ED,i, EA,i degenerated by factors gD,i, gA,i. For the general case, an impurity can haveseveral different energy levels. In nitride semiconductors crystallizing in the wurtzitestructure, gA may vary from 4 to 6 due to a small valence band splitting [Sem04].
 Now we present results of our calculations on the temperature dependence of thecarrier concentrations in doped bulk germanium samples. Figure 1.1 shows the electronn and hole concentrations p as a function of temperature. (The melting point of Ge is at1211.40K.) The Ge sample is n-type doped with a concentration of ND = 1 · 1017 cm−3.The ionization energy of the donor is set to Eion
 D = 10meV as in Ref. [Gra99]. Inthe saturation regime between 150K and 600K, the charge carrier density is equal tothe doping density, i.e. n ∼= 1 · 1017 cm−3, i.e. almost all donors are ionized. For largetemperatures the intrinsic carrier density dominates, i.e. here the electron density is equal
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 Figure 1.1.: Electron (dashed line) and hole (dash-dotted) concentrations in n-typedoped Ge as a function of temperature. The band edges (solid lines) re-veal the temperature dependence of the band gap. For low temperatures,the position of the Fermi level EF (dotted line) is close to the L conductionband edge. At higher temperatures it is around the middle of the band gap.
 to the hole density. The figure also shows the band gaps of the Γ, L and Δ conductionband minima vs. temperature which decrease with increasing temperature. The valenceband edges are also shown: Heavy (hh) and light hole (lh) are degenerate, separated byΔso from the split-off (so) hole band. The temperature dependence of the band gap isdescribed using the Varshni formula (eq. (B.2)). For very low temperatures, the positionof the Fermi level EF (chemical potential, blue dotted line), EF(T = 0K) = EL
 c −EionD /2,
 is close to the L conduction band edge, i.e. it is located between the donor level and theconduction band edge. For temperatures between 600K and 900K, the Fermi level isaround the middle of the band gap.
 An interesting situation occurs in real semiconductors that have both, n-type andp-type doping. It is rather impossible to fabricate devices that are merely n- or p-typebecause unintentional doping through impurities is always present. These semiconduc-tors are called compensated semiconductors. We assume the same Ge sample as above,i.e. the Ge sample is n-type doped with the same concentration of ND = 1 · 1017 cm−3
 and the same ionization energy. Now we also include acceptors with varying acceptorconcentration ranging from NA � ND and NA < ND to NA = ND, i.e. we now haveone donor level and one acceptor level. The ionization energy of the acceptor is set toEion
 A = 10meV. Figure 1.2 shows the calculated electron density vs. temperature fordifferent acceptor concentrations NA. If NA = ND, then the intrinsic behavior of theelectron density is recovered (fully compensated). In the saturation regime, the nominaldopant density ND −NA determines the electron density (partially compensated).
 Now we examine a compensated Ge sample with two donor levels and one acceptor
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 Figure 1.2.: Compensated semiconductors: Electron density vs. temperature for differentacceptor concentrations NA and constant donor concentration ND.
 level. The acceptor concentration is fixed to NA = 5 · 1016 cm−3 but the donor con-centrations ND,1 and ND,2 are varied. The ionization energy of the acceptor is set toEion
 A = 10meV. The ionization energy of the upper donor level is EionD,1 = 10meV, the
 one of the lower donor level EionD,2 = 100meV. We distinguish three cases. The case
 where ND,2 = 0 (black solid line) is similar to the figures that have been discussed al-ready. Its saturation regime has a dopant density of ND,1 −NA = 6 · 1016 cm−3. For thesecond case (blue solid line) where the concentration of the upper donor level is smallerthan the concentration of the acceptor level, only the ionization of the second donorlevel ED,2 is relevant at low temperatures. For the case where both donor levels havea concentration higher than the acceptor concentration, two plateaus form. The first isdetermined by the ionization of the upper donor level and leads to a donor density ofND,1 − NA = 1 · 1016 cm−3. The second plateau is determined by the ionization of thelower donor level. Its donor density is ND,1+ND,2−NA = 6 ·1016 cm−3. For comparison,for the last case the energetic position of the second donor level ED,2 has been variedbetween 70meV (red dotted line), 100meV (red solid line) and 130meV (red dashedline). The energetic position ED,2 of the upper donor level is always at 10meV.
 Figure 1.4 shows the calculated position of the Fermi level with respect to the bandgap for the cases discussed above. The valence band edge is fixed at 0 eV as in Fig. 1.1.For the blue solid line where at low temperatures only the ionization of the second donorlevel ED,2 is relevant, one can clearly see the position of the Fermi level, EF(T = 0K) =Ec − Eion
 D,2, at 100meV below the conduction band edge. For the red curves, the Fermilevel moves from the upper donor level ED,1 at low temperatures to the lower donor levelED,2 at around 200K and starts to ionize the second donor level, eventually forming thesecond plateau in the electron density (see Fig. 1.3). At high temperatures, the Fermilevels moves approximately into the middle of the band gap.
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 Figure 1.4.: Calculated position of the Fermi level with respect to the band gap vs.temperature for two donor levels and one acceptor level.
 Obviously, for realistic devices with complicated doping profiles where an intuitiveunderstanding of charge redistribution is lacking, it is very convenient to have a tool byhand – like the nextnano software – that can handle eq. (1.4) and eq. (1.5) numerically.
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 Strain can be used to alter and optimize the electronic and optical properties of quan-tum wells, wires and dots by varying both the energy levels and the spatial extent ofthe wave functions. Heterostructures made of semiconductor materials with differentlattice constants are subject to elastic deformations. Such deformations can be studiedwithin a continuum mechanical model based on classical elasticity within the harmonicapproximation, i.e. for small strains. The lattice deformation changes drastically withthe surface orientation (i.e. growth direction). An exact knowledge of the strain fields isof great importance for the interpretation of experimental data and for the design anddevelopment of optoelectronic and electronic devices. Strain leads to piezoelectric effects,influences the conduction and valence band edges (including their degeneracies) [VdW89]and the k · p Hamiltonian of Schrodinger’s equation [Hac02]. Therefore strain is a veryimportant ‘tool’ for device engineers to alter the electronic (e.g. mobility, see Chapter 5)and optical properties of semiconductor heterostructures. The nextnano software cal-culates the strain prior to the Poisson, Schrodinger or current equations, i.e. strain isindependent of all other equations and can thus be separated from the main part ofthe program. This separation might not be fully justified for wurtzite structures wherestrong pyroelectric fields exist. In this case, the strain and Poisson equations have tobe solved self-consistently, as demonstrated by Willatzen et al. [WLLYVM06], leadingto corrections to the energy levels of the order of several meV in nitride semiconductorstructures.
 The components of the strain tensor ε(x), i.e. the symmetrical part of the distortiontensor u(x) (eq. (C.18)), are defined as
 εij =1
 2
 (∂ui∂xj
 +∂uj∂xi
 )=
 1
 2(uij + uji) = εji, (1.8)
 where i, j = 1, 2, 3. The vector u(x) describes the displacement due to lattice deforma-tions. The strain tensor ε is symmetric, whereas the distortion tensor u is in generalnot symmetric. The latter is, however, identical to the strain tensor for high symmetrysubstrate orientations like (001), (110) and (111). It is not identical for any of the otherlow symmetry orientations. The diagonal elements of the strain tensor measure the ex-tensions per unit length along the coordinate axes (positive values mean tensile strain,negative values compressive strain), i.e. the lengths of the considered volume elementchange while the angles remain constant. In contrast, the off-diagonal elements measurethe shear deformations where the angles change and the volume remains constant. Asthe 3×3 matrix ε is real and symmetric, it can always be diagonalized by an appropriateorthogonal transformation. The resulting diagonal matrix must not necessarily coincidewith the crystal or simulation coordinate system (compare with Appendix C). The traceof the strain tensor Tr(ε) is equal to the hydrostatic strain, i.e. the change in volume.The strain tensor components are obtained by minimizing the elastic energy E
 E =1
 2
 ∫VCijklεijεkl dV, (1.9)
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 Figure 1.5.: Strain tensor components with respect to the crystal coordinate system fora compressively strained InAs layer grown pseudomorphically on InP fordifferent growth directions. Note that [100] growth direction correspondsto [∞11] and only for this growth direction all off-diagonal strain tensorcomponents are zero. The maximum value for the volume deformation (hy-drostatic strain) is obtained for [111]. (The lines are a guide to the eye.)
 where Cijkl is the forth-ranked elastic stiffness tensor. A derivation of the numericalcalculation of the strain tensor for arbitrary three-dimensional heterostructures can befound in Ref. [Hac02].
 Analytical equations of the strain and distortion tensors with respect to the crystalcoordinate system are given for cubic crystals in Appendix C.2. Additionally, I derivedanalogous equations with respect to the simulation coordinate system [PGBD+11] (Ap-pendix C.1). These equations are valid for heterostructures that are homogeneous alongtwo directions, and for arbitrary substrate orientations.
 We now present results for a compressively strained InAs layer grown pseudomorphi-cally on InP for different growth directions. We plot the strain tensor components withrespect to the crystal coordinate system, and with respect to the simulation coordinatesystem. The first is identical to the conventional cubic cell basis. The simulation coordi-nate system is chosen so that the growth direction of the heterostructure is perpendicularto the plane of the substrate.
 Figure 1.5 shows the strain tensor components with respect to the crystal coordinatesystem. The maximum value for the volume deformation (i.e. extremal value of the hy-drostatic strain) is obtained for the [111] growth direction. In zinc blende heterostruc-
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 Figure 1.6.: Strain tensor components for the same situation as in Fig. 1.5 but this timewith respect to the simulation coordinate system. For the high symmetrysubstrate orientations [100], [011] and [111], all off-diagonal strain tensorcomponents are zero. (The lines are a guide to the eye.)
 tures grown along the [100] direction only diagonal strain components occur but anyother growth direction exhibits off-diagonal strain components that lead to piezoelectricpolarization.Figure 1.6 shows the strain tensor components with respect to the simulation coor-
 dinate system for the same structure. Here, the x axis is assumed to be the growthdirection. The hydrostatic strain must of course coincide with Fig. 1.5 and its maximumvalue for the volume deformation is obtained for [111] (as before), where the perpendicu-lar strain component ε⊥ has its minimum. For the high symmetry substrate orientations[100], [011] and [111], all off-diagonal strain tensor components are zero. The strain ten-sor components in the plane parallel to the substrate plane are independent of growthdirection for cubic crystals and are given by the lattice mismatch
 ε‖ =asubstrate − alayer
 alayer, (1.10)
 where asubstrate and alayer are the lattice constants of the substrate and of the strainedlayer material. For substrate orientations that have even lower symmetry, like e.g. (321),also the off-diagonal component εxy would be nonzero. The off-diagonal component εyzis always zero (see Appendix C.1).
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2. Single-band envelope functionapproximation
 2.1. The single-band Schrodinger equation
 The single-band Schrodinger equation is a special case of the 8 × 8 k · p Schrodingerequation that is described in the next chapter. If the coupling between the conductionand valence bands is ignored, one obtains a twofold (due to spin) degenerate Schrodingerequation for the electrons in a heterostructure
 HΨn (x) = EnΨn (x) (2.1)(− h
 2
 2∇ ·M (x)∇+ V (x)
 )Ψn (x) = EnΨn (x) . (2.2)
 The potential energy V (x) is the resulting conduction band edge profile that includesband offsets, band shifts due to strain, and the electrostatic potential. The effectivemass is described by the tensor M
 M =
 ⎛⎝ 1/mxx 1/mxy 1/mxz
 1/myx 1/myy 1/myz
 1/mzx 1/mzy 1/mzz
 ⎞⎠ (2.3)
 to allow for different values along the directions. In general, the mass tensor is anellipsoid. It is spherical for the electrons at the Γ point with its eigenvalues on thediagonal. This isotropic assumption is a fairly good approximation. For the electronvalleys at the L and X points in the Brillouin zone of a cubic crystal, however, the tensoris a spheroid, where the masses are characterized by a longitudinal ml and two equaltransverse masses mt (see Section 7.2). It is not necessarily diagonal any more. Off-diagonal components are required to describe the electron masses at the L valleys becausethe principal coordinate system of the corresponding mass tensor does not coincide withthe crystal coordinate system. The same can happen for the X valleys if the crystalcoordinate system does not coincide with the simulation coordinate system. In this casea rotation of the effective mass tensor is necessary, introducing off-diagonal componentsin the general case. Several L and X valleys exist, with the spheroidal mass tensororiented differently for each. Therefore several Schrodinger equations must be solvedwith identical band edge profiles V (x) but different mass tensors. If the band edges aresplit due to strain, each valley and thus each Schrodinger equation has a different bandprofile. If the simulation coordinate system is not identical to the crystal coordinatesystem, e.g. for growth along the [011] direction, the mass tensor requires an additional
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 rotation. In wurtzite, a spherical mass tensor is not appropriate at the Γ point. One hasto distinguish between the effective mass m‖ parallel to the hexagonal c axis, and thetwo masses m⊥ perpendicular to it. The inverses of these three masses are the diagonalcomponents of this spheroidal mass tensor.One can use the same Schrodinger equation for the heavy, light and split-off holes,
 where the respective heavy, light and split-off valence band edge energy is taken as thepotential energy. These energies, including shifts and splittings due to strain, are ob-tained by diagonalizing for each grid point the bulk 6×6 k ·p Hamiltonian at k = 0, thattakes into account the local strain tensor ε(x) (eq. (1.8)) and the deformation potentialsof the material at position x. Typically, the single-band model with a spherical mass isnot very accurate for the holes, especially if strain is present, because the energy disper-sion is not isotropic and instead described by so-called ‘warped spheres’, see Section 3.1.The masses for the heavy and light holes along specific directions can be obtained fromthe Luttinger parameters (eq. (3.143) – eq. (3.148)). Nevertheless, this simple model isstill very useful for the heavy hole ground state in heterostructures if one is interestedin a qualitative picture only, like the variation of the electron–hole interband transitionenergy as a function of quantum dot radius, electric field or alloy composition, or if theexpected simulation time for a k · p model is huge. In this case a quick calculation ofthe single-band Schrodinger equation can be used to test and optimize the design layoutbefore eventually performing the heavy computations.The discretization of the single-band Schrodinger equation for a heterostructure in
 real space leads to a real, symmetric eigenvalue problem that is solved iteratively bystandard methods (e.g. Arnoldi method (ARPACK) [LSY98]). The dimension of thematrix is equal to the number of grid points. Possible boundary conditions are Dirichlet,Neumann and periodic. If a magnetic field is included (Section 2.3), the eigenvalueproblem becomes Hermitian. This is also the case for periodic boundary conditions withnonzero superlattice vectors (Section 2.2).
 1D The Schrodinger equation for a semiconductor grown along the z direction andhomogeneous along the x and y directions is given by eq. (4.11). Because of the threespatial dimensions one needs three quantum numbers kx, ky and n to label the states.The relation En
 (k‖)(eq. (4.15)) corresponds to a two-dimensional parabola for each n,
 the so-called electric subband. The one-dimensional single-band Schrodinger equation isgiven by eq. (4.14). It is also discussed in Section 7.2.
 2D The two-dimensional Schrodinger equation is appropriate if the electrons are freeto move along the z direction and are confined in the (x, y) plane, e.g. in a quantumwire. The relation En
 (k‖)(eq. (4.37)) now corresponds to a one-dimensional parabola
 for each n, which is also called electric subband.
 Results of single-band calculations are presented in Chapter 7 for silicon, and in Sec-tion 10.2 for diamond. The next two sections cover the energy spectra of structures ina uniform magnetic field and the energy spectra of three-dimensional superlattices.
 16
 2.2. Periodic boundary conditions – Minibands in artificial quantum dot crystals
 2.2. Periodic boundary conditions – Minibands in artificialquantum dot crystals
 Esaki and Tsu proposed in 1969 the concept of a man-made single-crystal with a peri-odic one-dimensional structural modification, a semiconductor ‘superlattice’ [ET70]. Itis based on a periodic structure of alternating layers of semiconductor materials withwide and narrow band gaps. After the experimental demonstration of one-dimensionalsuperlattices using a sequence of GaAs quantum wells and AlGaAs barriers, it was natu-ral to extend this concept to two-dimensional and three-dimensional superlattices. If thethickness of the barrier layers is small enough, that electrons tunnel through, their wavefunctions are no longer localized in one quantum well but extend over the whole superlat-tice. A superlattice is termed an artificial crystal if the electronic wave functions exhibitexactly this tunneling-induced coupling among the superlattice periods. In this section,we investigate the superlattice energy dispersion relation En (K) = En (Kx,Ky,Kz) fora regimented ensemble of quantum dots, where n is the miniband index and K the su-perlattice vector. Such an arrangement is called artificial quantum dot (QD) crystal.Very remarkably, such three-dimensional structures can nowadays be grown with perfectperiodicity by a combined top-down and bottom-up approach using extreme ultravioletinterference lithography, reactive ion etching and templated self-organization [GFD+07].This templated self-organization of nanostructures is a possible route to achieve exactpositioning of quantum dots to create QD arrays, QD molecules and QD crystals. Theproperties of crystalline solids that can be grown by nature (e.g. NaCl) or in the lab-oratory (e.g. GaAs) are determined essentially by their interatomic spacing and theirsymmetry. In contrast, the electronic and optical properties of artificial crystals like 1Dquantum well superlattices or QD arrays can be tuned by design and thus offer a lot offreedom in choice of design parameters in order to develop new artificial materials. Anartificial crystal is made up from artificial atoms (QDs) (see Fig. 3.7), similarly to thecase of a real crystal that is made up from real atoms. If the electronic wave functionsof the QDs overlap, extended electron states are formed. Consequently, the individuallevels in the QDs are split into bands which are called minibands. These are very similarto the bands in solids. If minibands are formed, not only from a structural point ofview but also with respect to the band structure, the 3D ordered quantum dots can beregarded as an artificial crystal where the electrons occupy ‘Bloch states’. Future appli-cations of such structures could be solar cells [JG06], high-temperature thermoelectricapplications or infrared photodetectors.
 Before one analyzes real structures, it is necessary to simulate first simple structures inorder to gain confidence in the understanding of the essential features associated to thechoice of basic design parameters like QD geometry, QD spacing, QD material param-eters, QD asymmetry, etc. Lazarenkova and Balandin [LB01] calculated the minibanddispersion in a three-dimensional QD crystal using an effective mass envelope functionapproximation. Their crystal is made up of a regular pattern of an array of cubic ortetragonal semiconductor QDs. Their analysis is based on an analytic expression for theconfinement potential which is actually an approximation of the real potential. This al-
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 lows them to separate the three-dimensional Schrodinger equation into three decoupledone-dimensional Schrodinger equations. For a general QD array of arbitrary QD shape,such a simplification is generally not possible. For that reason, we solve numericallythe three-dimensional Schrodinger equation. Our approach is so general that it allowsfor the inclusion of strain, and arbitrary potential variations (e.g. due to QD materialcomposition) automatically. We show that for the special case of cubic QDs with ratherhigh finite barriers, the approach pursued by Lazarenkova and Balandin is reasonablyaccurate only for the below-the-barrier states. This has been shown by the same authorsalready in a follow-up publication [LB02], although their previous analytical approachis still used due to its simplicity [JG06].The coupling of the electronic wave functions of the individual quantum dots leads
 to a splitting of the energy levels of the single dots and consequently three-dimensionalminibands are formed. This electronic band structure can be tuned by e.g. varyingQD size, QD spacing, QD materials, QD confinement energies and QD pattern. Theproperties (e.g. effective mass tensor) derived from this band structure are substantiallydifferent from the bulk properties of the involved materials.
 2.2.1. Theoretical background
 We consider a semiconductor structure that is described by a periodic potential
 V (x, y, z) = V (x+mxLx, y +myLy, z +mzLz) = V (x+ L) , (2.4)
 where Lx, Ly and Lz are the lengths of the superlattice periods along the x, y and zdirections, mx, my, mz are integers and L is the translation vector. Such a potentialoccurs for instance in an infinite QD superlattice. The eigenfunctions ψ of a one-electronHamiltonian with such a periodic potential can be chosen as
 ψnK (x) = unK (x) eiK·x, (2.5)
 where it holdsunK (x+ L) = unK (x) , (2.6)
 for all superlattice translation vectors L (Bloch’s theorem or Bloch–Floquet theorem).ψnK is the Bloch function of band index n and consists of the product of a plane waveterm eiK·x and the periodic function unK which has the same periodicity as the potentialV . Eq. (2.5) and eq. (2.6) imply
 ψnK (x+ L) = ψnK (x) eiK·L. (2.7)
 The periodicity requires that the physical characteristics of the system do not changeif the electron is shifted exactly by integer number of periods. The effect of a latticetranslation is to change the wave function only by a phase factor eiK·L. K denotes thesuperlattice wave vector of the electron moving in this potential and is a real number. Bychoosing macroscopic periodic (Born–von Karman or cyclic) boundary conditions whichimplies that the wave functions must be periodic with respect to the crystal boundaries
 ψ (x+MxLx, y +MyLy, z +MzLz) = ψ (x, y, z) , (2.8)
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 and applying Bloch’s theorem (eq. (2.7)) to this equation, the number of allowed valuesfor K will be restricted by the requirement
 ei(MxKxLx+MyKyLy+MzKzLz) = 1. (2.9)
 Here, the total number of superlattice unit cells in the crystal is denoted by M =MxMyMz where Mi are all integers. This leads to the allowed values of K
 Ki=mi
 Mi
 2π
 Li(i = x, y, z) , (2.10)
 where the spacing between allowed value of Ki is given by 2πMiLi
 . For large values of Mi
 the discreteness of the allowed values of Ki becomes negligible. The charge carriers areequally likely to be found in any superlattice period. The energy spectrum is a periodicfunction of K with period 2π/Li, thus it is sufficient to restrict oneself without loss ofgenerality to the first superlattice Brillouin zone [−π/Li, π/Li]. For K = 0 or Ki = ± π
 Li,
 the Bloch wave is stationary. Usually one only plots the interval [0, π/Li] because theparity property
 En (K) = En (−K) , (2.11)
 is fulfilled by any superlattice band. Technically, for the numerical simulations withnextnano3 one specifies the length of the superlattice periods Li and the number ofsuperlattice vectors. These two quantities then determine the actual crystal size, i.e.the number of identical primitive superlattice unit cells. For instance, if one specifies 20superlattice vectors for the interval [−π/Lx, π/Lx] (ignoring counting the Gamma pointK = 0), the total crystal contains 20 superlattice unit cells along the direction x, andhas a total length of 20Lx. It is important to remember that the number of superlatticevectors is not only a property that reflects the ‘grid resolution’ of the miniband dispersionin K space, but that it actually corresponds to the number of repeated unit cells. Inreal samples where the number of unit cells is not infinite but has a finite value, thediscreteness of the miniband dispersion might be relevant for evaluating the densityof states. K is actually a quantum number of the system. It characterizes the wavefunctions corresponding to different states of the same miniband.
 2.2.2. Miniband dispersion in a bulk 1D sample
 We consider a simple, trivial example where we take a bulk GaAs sample of lengthLx = 12nm which corresponds to our superlattice unit cell. We apply periodic boundaryconditions and solve the single-band effective-mass Schrodinger equation for the electronsfor each of the 20 superlattice vectors in the interval between [−π/Lx, π/Lx]. Our choiceof discreteness of the allowed values of Kx determines the sample size (20Lx = 240 nm).We plot the energy dispersion for the lowest three minibands. They arise from the first,second and third eigenstate of the 12 nm wide superlattice unit cell. The energies of thesecond and third eigenstate are degenerate at Kx = 0, whereas at Kx = −π/Lx andKx = π/Lx, the first and second eigenstate are degenerate. It follows, that there areno band gaps within this miniband spectrum. As we simulated only plain GaAs, the
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 Figure 2.1.: Electron energy dispersion of the three lowest minibands of a simple bulkGaAs sample of periodic length Lx = 12nm. The conduction band edge isset to 0 eV. The lines are a guide to the eye.
 dispersion of these three minibands must follow the parabolic energy dispersion of bulkGaAs, i.e. E (k) = h2k2
 2m , where m = 0.067m0 is the conduction band effective mass ofGaAs. For a very large number of superlattice vectors, i.e. for a very large bulk sample,the minibands form a continuous spectrum, starting from the conduction band edge.
 Figure 2.2 shows the energy levels of the three lowest eigenstates Ei and their corre-sponding probability density (ψ2
 i ) (shifted by their eigenenergies Ei) for the superlatticevector Kx = 0 (stationary Bloch states). The square of the ground state wave functionψ21 is constant with its energy E1 = 0 eV equal to the conduction band edge energy. The
 energies of the second (E2) and third (E3) eigenstate are degenerate at Kx = 0. Theirwave functions have a cosine and sine shape, respectively.
 2.2.3. Miniband dispersion in Ge–Si quantum dot crystals
 As a second example, we calculate the miniband dispersion of a cubic Ge–Si QD crystalby numerically solving the three-dimensional Schrodinger equation on a finite-differencesgrid. The QD dimensions are Lx = Ly = Lz = 6.5 nm. The barrier thickness ischosen to be Hx = Hy = Hz = 1.5 nm. The imposed QD periodicity is thus givenby di = Li + Hi = 8.0 nm (i = x, y, z). We solve the single-band Schrodinger equation
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 Figure 2.2.: Stationary Bloch states of a 12 nm bulk GaAs sample with periodic boundaryconditions. Shown are the three lowest energy levels E1, E2 and E3, as wellas their associated probability densities. The conduction band edge is setto 0 eV.
 for the holes assuming an isotropic effective mass tensor. The mass for the QD ismw = mGe = 0.28m0 and for the surrounding barrier material mb = mSi = 0.49m0. Thevalence band offset is taken to be EVBO = 0.45 eV. The choice of material parameters isbased on Ref. [LB01] and corresponds roughly to the heavy hole states in a Ge–Si QDcrystal. In this simple example, we neglect the anisotropic nature of the hole states, strainand the interaction between heavy, light and split-off hole states. Later, the valence bandanisotropy of a spherical Si QD is discussed in Section 3.4, as well as the influence of spin-orbit coupling. We solve the 3D Schrodinger equation (eq. (2.2)) in real space where weimpose periodic boundary conditions along the x, y and z directions, i.e. we numericallydiscretize only a single QD on a rectangular grid having the grid spacing 0.50 nm (i.e.16 grid points in each direction). Thus the size of the Schrodinger matrix to be solvedis 16 × 16 × 16 = 4096. This Schrodinger equation has to be solved for different valuesof the superlattice vector K = (Kx,Ky,Kz). For K = 0 or Ki = ± π
 Li, where the Bloch
 wave is stationary, the matrix eigenvalue problem is symmetric and real. In contrast,it is Hermitian for all other nonzero superlattice vectors K. With a grid resolution of0.50 nm for QDs of such size, the expected error compared to an extremely dense gridhas been found to be of the order 1%−4% [LB02]. In this example, we restrict ourselvesto calculating the energy dispersion along special directions in K space only, i.e. fromΓSL = (0, 0, 0) to XSL = K100 = (1, 0, 0), from ΓSL = (0, 0, 0) to KSL = K110 = (1, 1, 0)
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Chapter 2. Single-band envelope function approximation
 and from ΓSL = (0, 0, 0) to LSL = K111 = (1, 1, 1), where ΓSL, XSL, KSL and LSL arethe names for the special points in K space. The directions labeled by [100], [110], [111]refer to the simulation coordinate system and not to the crystal coordinate system.The following three figures show the calculated heavy hole energy dispersion of an
 artificial cubic Ge–Si quantum dot crystal along the [100] (Fig. 2.3), [110] (Fig. 2.4(a))and [111] (Fig. 2.4(b)) quasicrystallographic directions with the parameters Lx = Ly =Lz = 6.5 nm and Hx = Hy = Hz = 1.5 nm. The minibands are labeled by three quantumnumbers nx, ny, nz which indicate the symmetry of the corresponding wave functions.This labeling is strictly speaking only correct in the case of separable wave functionsalong the x, y and z directions. The superscript indicates the number of degeneracy.The right part of Fig. 2.3 shows schematically the valence band edge profile of the QDand the position of the energy levels for K = 0. The figures show the energy spectrum ofthe lowest 50-60 eigenstates (neglecting spin degeneracy) with respect to the heavy holevalence band edge. The energy scale has been chosen such that the maximum valenceband edge energy of the Ge QD is at Ev,Ge = 0.45 eV, and the maximum valence bandedge energy of the Si barrier is at Ev,Si = 0 eV which is indicated by the dashed line. Thenumber of superlattice vectors along the directions in K space determines the resolutionof the energy dispersion plots. We used 11 superlattice vectors in these plots, i.e. theSchrodinger equation had to be solved 11 times. Our results agree very well with theanalytical calculations of Ref. [LB01] in the energy region where the confinement insidethe QD is strong. For the higher lying states inside the QD and above the barrier,our results differ because we use the correct 3D QD confinement potential, whereas inRef. [LB01] the potential landscape has been approximated with an analytical ansatzthat allows for the separation of the x, y and z variables. We want to point out thatthis ansatz is only justified for states confined deep inside the QD. For states above thebarrier, this ansatz will lead to significant (i.e. three times the valence band offset energy)artificial potential barriers at the positions where the three independent potential barriersoverlap. We thus believe that one of the conclusions of Ref. [LB01], namely that the3D regimentation of quantum dots in QD crystals leads to the appearance of ‘resonant’quasidiscrete energy levels above the potential barrier for large interdot distances isa pure artefact of this separation ansatz. At K = 0, the degeneracy is higher thanat nonzero K vectors where the symmetry in the superlattice Brillouin zone is lower.Note that the eigenstates along the [111] direction show a higher degree of degeneracythroughout the superlattice Brillouin zone as compared to [100] and [110]. Both, theQD itself and the QD superlattice have the same cubic symmetry in this example. Thusthe degeneracy of the 123 (including permutations) energy band is sixfold throughoutthe Brillouin zone along the [111] directions (Fig. 2.4(b)). Since the tunneling-inducedcoupling increases with miniband index (i.e. energy), the width of the bands with respectto energy also increases. Consequently, the higher bands must overlap and the narrowestband is the ground state band. An important feature are the band gaps in the dispersioncurve which define the energy intervals in which propagating states do not exist. For adetailed discussion of these dispersion curves and their degree of degeneracy we refer toRef. [LB01].
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 Figure 2.3.: Heavy hole energy dispersion of an artificial cubic Ge–Si quantum dot crystalalong the [100] quasicrystallographic direction with the parameters Lx =Ly = Lz = 6.5 nm, Hx = Hy = Hz = 1.5 nm. The valence band edge ofthe Ge dot is at 0.45 eV, the valence band edge of the Si barrier is at 0 eVwhich is indicated by the dashed line. The minibands are labeled by thethree quantum numbers nx, ny, nz. The right part shows schematically thevalence band edge profile of the QD and the position of the energy levels forK = 0.
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 (a) [110] direction
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 (b) [111] direction
 Figure 2.4.: Heavy hole energy dispersion of the artificial QD crystal of Fig. 2.3 alongthe (a) [110] and (b) [111] quasicrystallographic directions.
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 Now we change the QD shape, as well as the shape of the repeating pattern, froma cubical to a tetragonal shape, analogous to Ref. [LB01]. The parameters are Lx =Ly = 5nm, Lz = 2.5 nm and Hx = Hy = 2.5 nm, Hz = 1.25 nm. The superlatticeperiods are dx = dy = 7.5 nm and dz = 3.75 nm. The grid spacing is 0.25 nm in all threedirections. The resulting Schrodinger matrix has a dimension of 30 × 30 × 15 = 13500.All other assumptions are the same as for the above cubic QD superlattice example. Thefollowing three figures show the calculated dispersion relation along the [100] (Fig. 2.5),[110] (Fig. 2.6(a)) and [111] (Fig. 2.6(b)) quasicrystallographic directions. Our resultsare in excellent agreement to the numerical results of [LB02].The above calculations have been performed for an ideal model QD system in order to
 benchmark our results with previous publications. The algorithm that we implementedinto the nextnano3 software is so general that arbitrary QD geometries, strain, dopingand different crystallographic orientations, for instance, can be treated as well.
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 Figure 2.5.: Heavy hole energy dispersion of an artificial tetragonal Ge–Si quantum dotcrystal along the [100] quasicrystallographic direction with the parametersLx = Ly = 5nm, Lz = 2.5 nm, Hx = Hy = 2.5 nm, Hz = 1.25 nm. Thevalence band edge of the dot is at 0.45 eV, the valence band edge of thebarrier is at 0 eV which is indicated by the dashed line. The minibands arelabeled by the three quantum numbers nx, ny, nz.
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 (a) [110] direction
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 (b) [111] direction
 Figure 2.6.: Heavy hole energy dispersion of an artificial tetragonal Ge–Si quantum dotcrystal along the (a) [110] and (b) [111] quasicrystallographic directions.The QD crystal is the same as in Fig. 2.5.
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 2.3. Magnetic field
 An important but sometimes ignored aspect of the numerical solution of the Schrodingerequation in a magnetic field is gauge invariance. Since the vector potential increases lin-early as a function of position, its values tend to be one or two orders of magnitude largerat the boundaries of the simulation region than in the center. Therefore, the numericalsolutions depend sensitively on the chosen gauge for nonzero magnetic field, even if thezero field wave functions are small at the boundaries. This problem was successfullyaddressed in Ref. [GU98] for single-band, nonrelativistic Hamiltonians. Andlauer etal. [AMV08, TZA+06] recently generalized this scheme for arbitrary envelope functionHamiltonians in a way that ensures manifestly gauge invariant results for any magneticfield.
 2.3.1. Fock–Darwin spectrum
 Quantum dots (QDs) that are subject to a magnetic field are an interesting researchsubject since many years. A popular approach to study the energy spectrum of suchsystems theoretically is the assumption of a two-dimensional parabolic confinement po-tential that is subject to a perpendicularly oriented magnetic field which introducesa further parabolic confinement, thus making it possible to solve this equation ana-lytically [KAT01]. Obviously, such an approach only makes sense for self-assembledquantum dots that have a strong confinement in the growth direction z and a weak(roughly parabolic) confinement in the plane perpendicular to it. However, this modelmight not be applicable to all QD systems, such as spherical QDs, where the abovementioned two-dimensional model neglects completely the quantum confinement alongthe third direction. Consequently, it would be desirable to have a more predictive modelthat takes into account the realistic three-dimensional potential profile of quantum dotsof arbitrary shape, including strain, deformation potentials and piezoelectric effects, andthen apply the magnetic field and calculate the energy levels. Governale et al. [GU98]showed how to discretize the single-particle Schrodinger equation on a two-dimensionalhomogeneous grid in a gauge-invariant way assuming a constant effective mass tensor.We extended their method to spatially varying effective masses and to an inhomoge-neous grid [Hac02] and are now able so solve the Schrodinger equation in two and threedimensions including a uniform magnetic field. The Hamilton operator of eq. (2.1) hasto be modified to include the magnetic field and is now given by
 H = − h2
 2((∇+ igA) ·M (x) (∇+ igA)) , (2.12)
 where g = e/h and A(x) is the vector potential which is discretized in the symmetricgauge
 A(x) = −1
 2x×B. (2.13)
 As a benchmark for our method, we chose to reproduce the well-known Fock–Darwinspectrum [KAT01] which is an analytical result. We note that our result is completely
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 Figure 2.7.: Calculated single-particle energy levels of a two-dimensional parabolic con-finement potential (hω0 = 3meV) as a function of magnetic field (Fock–Darwin spectrum). The states are labeled by (n, l) which refers to the radialquantum number n and the angular momentum quantum number l.
 numerical, i.e. we solve the single-particle 2D Schrodinger equation in the (x, y) planefor a two-dimensional parabolic confinement potential where the uniform magnetic fieldis applied along the z direction. The parabolic confinement had been chosen so that theenergy separation between the states is hω0 = 3meV (without magnetic field) whereω0 is the oscillator frequency of the parabolic confinement. The effective mass tensorhas been assumed to be isotropic and constant (m = 0.067m0, electron effective mass ofGaAs). Without magnetic field, and neglecting the twofold spin degeneracy, the groundstate is not degenerate, the second level is twofold degenerate, the third level threefold,and so on, as can be seen from the analytical result of the energy spectrum
 En,l = (2n+ |l| − 1) hω0, (2.14)
 where n = 1, 2, 3, ... is the radial quantum number and l = 0,±1,±2, ... the angularmomentum quantum number. If the magnetic field is present, the eigenenergies are
 En,l = (2n+ |l| − 1) h
 (ω20 +
 1
 4ω2c
 )1/2
 − 1
 2lhωc, (2.15)
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 where ωc = eB/m is the cyclotron frequency. Thus the degeneracy of the 2D harmonicoscillator is lifted as can be seen in the calculated energy spectrum (Fig. 2.7), where theenergy levels are plotted as a function of the magnetic field magnitude.
 A more detailed discussion of this energy spectrum can be found in Ref. [KAT01].We conclude that our numerical calculations are in perfect agreement to the analyticalresults (not shown), and therefore, our method can be straightforwardly applied torealistic, three-dimensional confinement potentials to obtain the energy spectrum of thetransitions of quantum dots subject to a magnetic field.
 2.3.2. Results: Qubit manipulation
 We now apply this method to coupled quantum wires in a longitudinal magnetic field[BZA+07]. Two GaAs quantum wells, each with a width of 14.5 nm, are vertically stackedalong the y direction and are separated by a thin Al0.32Ga0.68As tunnel barrier of width1 nm. Electrons are provided by two δ-doped layers on each side of the double quantumwell structure (δtop = 2.1 ·1012 cm−2, δbottom = 2.9 ·1011 cm−2). The upper well is 60 nmbelow the surface where we pin the Fermi energy by surface states (see Appendix A) atthe middle of the band gap. A top gate voltage of 0.04V is applied to this Schottkycontact leading to nearly symmetric quantum wells. The top gate voltage can be usedto tune the electron density, i.e. to shift the ground state from the top to the bottomwell (the first excited state is then located in the opposite well) or to vary the degree ofwave function mixing (bonding–antibonding) among the two wells. The actual quantumwires are obtained by wet-etching nanogrooves into the semiconductor surface whichlocally deplete the two-dimensional electron gas of the GaAs–AlGaAs double quantumwell heterostructure and produce two electrostatically defined quantum wires on topof each other (Fig. 2.8(c)). The experimental details are described in Ref. [FAK+06].Such wires are short, ballistic 1D electron systems. (Ballistic transport is covered inChapter 4.) They recently attracted attention because controllable coupling can beachieved, making such devices interesting for solid-state quantum information processing.Superposition states are formed by tunnel coupling between the quantum wires. Theycan be altered by an applied magnetic field along the wire direction leading to tunablewave function mixing, in addition to the mixing produced by the top gate. To implementsuch quantum logic devices in quantum circuits, one would like to understand and havedetailed control over all involved electron levels which calls for a realistic modeling suchas provided by nextnano. We have solved the 2D Schrodinger–Poisson equation of thedouble quantum well heterostructure for electrons self-consistently, taking into accountthe spatially varying material parameters. We have modeled the confinement due tothe nanogrooves by a parabolic potential along the x direction and set its characteristicenergy such that it matches the observed low-lying level spacing of 10meV.
 For the resulting 2D confinement potential (Fig. 2.8(a)), we have calculated the elec-tronic eigenstates as a function of a magnetic field oriented along the wire (z) direction,i.e. perpendicular to the 2D confinement potential landscape. For the conduction bandoffset between GaAs and Al0.32Ga0.68As we have used a value of 0.30 eV.
 Our numerical calculations of the energy spectrum (Fig. 2.9) reproduce the experi-
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 Figure 2.8.: (a) Two-dimensional conduction band profile Ec(x, y) of the coupled quan-tum wires in the (x, y) plane with z = constant, (b) square of the wavefunctions |Ψi (x, y)|2 for the six lowest electron eigenstates at a magneticfield of 4.5T oriented along the wire (z) direction, (c) schematic cross sec-tion of the electron systems (dark), the 1D quantum wires are formed byelectrostatically depleting the two-dimensional electron gas (2DEG).
 mental transconductance maxima (compare with Fig. 8(b) of Ref. [FAK+06]) very well.These maxima directly image the subband edges of one-dimensional ballistic electrontransport in electron waveguides. One can clearly see level anticrossings to occur at cer-tain magnetic fields. For those energies, the tunneling coupling is significantly reduced or
 30
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 e1
 e2
 e3
 e4
 e5
 e6
 e8
 e7
 Figure 2.9.: Calculated energy spectrum of the eight lowest electron eigenstates of thecoupled quantum wires as a function of magnetic field strength. (The linesare a guide to the eye.) The dashed ellipse highlights the energies of thesix eigenstates at 4.5T that are plotted in Fig. 2.8(b). For comparison, therectangle shows the gray-scale plot of the transconductance maxima versustop gate voltage and magnetic field from 0T to 8T (experimental data afterFig. 8(b) of Ref. [FAK+06]). The top gate voltage was scaled so that thesubband energies approximately align with the energy scale.
 vanishes. This is the case, for example, for the third and forth eigenstate in Fig. 2.9 fora magnetic field strength of 4.5T. Consequently, the probability densities of these states(labeled e3 and e4 in Fig. 2.8(b)) are not smeared out any longer over the two wires, incontrast to the other states which still show wave function tunneling. Such a structurecan be considered a qubit with logic states that are represented by the presence of theelectron in the upper or lower quantum wire, respectively, and a coupling window thatallows for electron transfer between these wires. By varying the magnetic field, one isable to switch between the different logic states. Note that the energy spectrum shownin Fig. 2.9 does not include the (very small) spin splitting. Our results agree nicelyqualitatively with analytic studies [MSF07] that ignored charge redistribution due todoping and applied gate voltages. An important difference is the fact that we find anti-crossing behavior, whereas the analytical results always yield a crossing behavior whichis equivalent of assuming that the tunnel splitting vanishes completely for some fields.The challenge in this concept is to grow symmetric quantum wire structures in order toreduce the tunnel splitting as much as possible.
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 3.1. The multi-band k · p Schrodinger equation
 In this section we focus on the k · p method but do not consider strain. The effectof strain on the k · p Hamiltonian has been described in detail in Ref. [Hac02]. Wedescribe the k · p Hamiltonian for a bulk semiconductor but use the notation suitedfor heterostructures. In subsequent sections we present results on heterostructures, likespurious solutions and intersubband transitions in multi-quantum well structures. Wealso model heterostructures showing the untypical type-II and type-III band alignmentsand compare our results to tight-binding calculations. In Section 10.2, we analyze self-consistent k · p calculations of a two-dimensional hole gas in diamond for different sub-strate orientations. Results of k · p calculations on bulk semiconductors are presentedin Section 3.6 for unstrained and strained InAs, and in Section 10.1 for diamond. Alsothese results are compared to tight-binding calculations. The main emphasis of thissection, however, is to pull together all the various definitions of the k · p parametersavailable in the literature, and provide equations that relate them to each other, for bothzinc blende and wurtzite crystals. We believe that such a summary on a few pages isvery useful, not only for beginners but also for experienced researchers that quickly wantto look up conversion formulas. However, it turns out that we are not the first ones towrite up such a collection. Meanwhile, the recently published book by Lew Yan Voonand Willatzen [LYVW09] offers an even more detailed description and comprehensiveoverview on all the different k · p Hamiltonians used in the literature for both bulk andnanostructured semiconductors.
 Compared to the single-band model, a more accurate description of the band struc-ture can be obtained by using the multi-band k · p method that has been used sincethe 1950s. There are a number of different k · p models discussed in the literature, e.g.Refs. [CP66, RAF04, PZ96, BRRB+11, CC92, Bah90]. They differ mainly in the numberof bands considered and their treatment of strain and spin-orbit interaction. The modelthat considers up to 14 bands predicts almost perfectly the bulk band structure but thecomputational effort turns out to be nearly as large as for the empirical tight-bindingapproach. In nextnano we make use of the 8-band model (e.g. [Bah90]). It is a compro-mise between the accuracy and the computational cost, as well as the number of required(and known) material parameters. This model includes the lowest conduction band andthe three highest valence bands. All other remote bands are treated as perturbations.Spin-orbit interaction and strain are taken into account as small perturbations.
 There are basically two ways in obtaining the bulk k · p Hamiltonian matrix, the
 33

Page 24
						
						

Chapter 3. Multi-band k · p envelope function approximation
 first one is based on a perturbative approach pioneered by Dresselhaus, Kip and Kittel[DKK55], the second one is based on symmetry analysis (method of invariants) intro-duced by Luttinger [Lut56]. A few years ago, Foreman derived six- [For93] and eight-band Hamiltonians [For97] from Burt’s exact envelope function theory [Bur92, Bur99]for heterostructures. He showed that his nonsymmetrized Hamiltonian for a homoge-neous infinite sample is consistent to the bulk k · p Hamiltonian, and that derivingthe heterostructure Hamiltonian from the bulk one using a symmetrization procedureis incorrect (symmetrized Hamiltonian). These works solved the problem of operatorordering. The reason lies in the noncommutativity of the differential operator and the(position dependent) material parameters. We note that the potential energy term ofBurt’s exact envelope function equation contains an extra nonlocal term (Vnm (x,x′))that has been neglected. In fact, using some approximations, it can be shown that thenonlocal part does not contribute for slowly varying envelope functions. At distancesfar away from a heterointerface the potential tends to a constant, the local periodic po-tential, and the nonlocal contribution is small. Close to heterointerfaces, Burt’s theoryleads to two correction terms to the potential function. Another view is that perturbativeeffects of material inhomogeneities lead to so-called interface Hamiltonians. A detailedderivation and discussion of the Burt–Foreman theory is given in Ref. [LYVW09].The key feature of the k · p method is the envelope function ansatz based on Bloch’s
 theorem, according to which the electron wave function in a crystal with translationalsymmetries can be separated into an oscillating Bloch part which is periodic over atomicdistance and a smooth envelope function which varies on a mesoscopic scale. UsingLowdin perturbation theory the rapidly oscillating Bloch functions can be eliminatedfrom the electron Hamiltonian. Thus the resulting electron Hamiltonian only containsthe envelope functions. A detailed summary of the k · p method has been presented inRefs. [Zib07, And09].Compared to the single-band Schrodinger equation (eq. (2.2)), we now consider an
 additional term Hso that approximately takes into account the relativistic effect of spin
 Hso =h2
 4m20c
 2(∇V × p) · σ, (3.1)
 where V is the potential energy term, p is the momentum operator and σ is the vector ofthe Pauli matrices σ = (σ1, σ2, σ3)
 T. The one-electron Schrodinger equation now reads
 (H0 +Hso)Ψnk (x) = En (k)Ψnk (x) (3.2)(p2
 2m0+ V (x) +
 h2
 4m20c
 2(σ ×∇V ) · p
 )Ψnk (x) = En (k)Ψnk (x) , (3.3)
 where Ψnk is the Bloch function
 Ψnk (x) = eik·xunk (x) , (3.4)
 composed of the product of a plane wave eik·x and the periodic Bloch factors unk (x).n is the band index and k is a wave vector in the first Brillouin zone which corresponds
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 to the periodicity of the potential energy V (x). If we insert the Bloch function Ψnk (x)into eq. (3.3), we obtain after canceling the plane wave eik·x
 (H0 +Hk +Hk·p +Hso)unk (x) = En (k)unk (x)
 (3.5)(p2
 2m0+ V (x) +
 h2k2
 2m0+
 h
 m0k · p+
 h2
 4m20c
 2(∇V × p) · σ
 )unk (x) = En (k)unk (x) ,
 (3.6)
 which is now written for the periodic Bloch spinor unk (x) only. Within our approxi-mation we consider only the part of the spin-orbit interaction Hamiltonian that is inde-pendent of k because the contribution of the k dependent part is much smaller. Solvingthis equation for k = 0 (Γ point) yields the Bloch factors uj0 which form a completeand orthonormal basis. The Bloch factor unk is expanded for any value of k using theknown Bloch factors uj0 at the Γ point
 unk (x) =
 8∑j=1
 aj (k)uj0 (x) . (3.7)
 For our k · p model, the index j goes from 1 to 8 for 8 × 8 k · p (one conduction andthree valence bands, including spin), and from 1 to 6 for 6×6 k ·p (three valence bands,including spin). However, in our algorithmic implementation for 6× 6 k ·p it goes from3 to 8 because in this case we use the same Hamiltonian matrix (eq. (3.10)) and omitthe indices 1 and 2 related to the conduction band.
 The band structure near the Γ point is described by perturbation theory aroundk = 0 using a number of perturbationally defined parameters. The Γ point electronwave function is expanded into s and p orbital functions. A perturbation model thatincludes the spin-orbit interaction which is responsible for the splitting Δso between theΓ7 and Γ8 valence bands, requires a basis of eight so-called Bloch functions
 {|S ↑〉 , |S ↓〉 , |X ↑〉 , |Y ↑〉 , |Z ↑〉 , |X ↓〉 , |Y ↓〉 , |Z ↓〉} , (3.8)
 where X, Y , Z are the p-type Bloch functions referring to the three principal directionsin the crystal and the arrows denote the spin. The designations S, X, Y , Z refer tothe corresponding symmetry properties under operations of the tetrahedral group. Forheterostructures, the envelope functions ψ that correspond to the Bloch functions ineq. (3.8) are given by
 {ψS↑, ψS↓, ψX↑, ψY ↑, ψZ↑, ψX↓, ψY ↓, ψZ↓} . (3.9)
 The structure of the bulk 8 × 8 k · p Hamiltonian operator H0 without strain and
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Chapter 3. Multi-band k · p envelope function approximation
 without spin-orbit coupling in the basis of eq. (3.8) is given by
 |S ↑〉 |S ↓〉 |X ↑〉 |Y ↑〉 |Z ↑〉 |X ↓〉 |Y ↓〉 |Z ↓〉|S ↑〉 Hcc 0 Hcv 0|S ↓〉 0 Hcc 0 Hcv
 |X ↑〉|Y ↑〉 Hvc 0 Hvv 0|Z ↑〉|X ↓〉|Y ↓〉 0 Hvc 0 Hvv
 |Z ↓〉
 . (3.10)
 It describes the electrons in the Γ6 conduction band, or the Γ7 or Γ8 valence bands.Our choice of ordering is due to the fact that we are using the same routines within ouralgorithm for the setup of the 8 × 8 and the 6 × 6 Hamiltonian. In the latter case, thefirst two rows and the first two columns are ignored. For zinc blende, Hvv is given by
 Hvv =
 ⎛⎜⎝
 Ev,av +h2
 2m0k2
 Ev,av +h2
 2m0k2
 Ev,av +h2
 2m0k2
 ⎞⎟⎠+ (3.11)
 ⎛⎝ kxLkx + kyMky + kzMkz kxN
 +ky + kyN−kx kxN
 +kz + kzN−kx
 kyN+kx + kxN
 −ky kxMkx + kyLky + kzMkz kyN+kz + kzN
 −kykzN
 +kx + kxN−kz kzN
 +ky + kyN−kz kxMkx + kyMky + kzLkz
 ⎞⎠,
 where Ev,av is the energy of the average of the three valence band edges, without strainshifts and without taking spin-orbit splitting into account (see Fig. 3.1). The contribu-tion of the free electron term
 h2
 2m0k2 =
 h2
 2m0
 (k2x + k2y + k2z
 )(3.12)
 could in principle be incorporated into the L and M parameters. This will be discussedfurther below. For wurtzite the second term has to be replaced by
 ⎛⎝
 kxL1kx + kyM1ky + kzM2kz kxN+1 ky + kyN
 −1 kx kxN
 +2 kz + kzN
 −2 kx
 kyN+1 kx + kxN
 −1 ky kxM1kx + kyL1ky + kzM2kz kyN
 +2 kz + kzN
 −2 ky
 kzN+2 kx + kxN
 −2 kz kzN
 +2 ky + kyN
 −2 kz kxM3kx + kyM3ky + kzL2kz
 ⎞⎠ .
 (3.13)
 The DKK (Dresselhaus–Kip–Kittel) parameters [DKK55] L, M , N+, N− can eitherbe calculated from the appropriate matrix elements (see Refs. [LYVW09, Hac02]) or
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 from the Luttinger parameters γ1, γ2, γ3, κ [Bah90, And09]
 L = F + 2G = (−γ1 − 4γ2 − 1)h2
 2m0(3.14)
 M = H1 +H2 = (2γ2 − γ1 − 1)h2
 2m0(3.15)
 N+ = F −G = (−3γ3 − (3κ+ 1))h2
 2m0=N
 2− (3κ+ 1)
 h2
 2m0(3.16)
 N− = H1 −H2 = (−3γ3 + (3κ+ 1))h2
 2m0=N
 2+ (3κ+ 1)
 h2
 2m0. (3.17)
 As ki and kj commute in bulk, it holds
 N = N+ +N− = F −G+H1 −H2 = −6γ3h2
 2m0. (3.18)
 The inverse relations for F , G, H1 and H2 are
 F =1
 3(L+ 2N+) =
 (−1
 3γ1 − 4
 3γ2 − 2γ3 − 2κ− 1
 )h2
 2m0= −6σ
 h2
 2m0(3.19)
 G =1
 3(L−N+) =
 (−1
 3γ1 − 4
 3γ2 + γ3 + κ
 )h2
 2m0= −6δ
 h2
 2m0(3.20)
 H1 =1
 2(M +N−) =
 (−1
 2γ1 + γ2 − 3
 2γ3 +
 3
 2κ
 )h2
 2m0= −6π
 h2
 2m0(3.21)
 H2 =1
 2(M −N−) =
 (−1
 2γ1 + γ2 +
 3
 2γ3 − 3
 2κ− 1
 )h2
 2m0, (3.22)
 where the Foreman parameters σ, π and δ will be introduced further below. Rather thanspecifying the four parameters L, M , N+, N−, occasionally another set of parametersL, M , N , K is specified, where K = − h2
 2m02(3κ+ 1) [Lut56]. The parameters F , G, H1
 and H2 are defined in Ref. [Law71]. There, also an additional fifth Luttinger parameterq [Lut56] related to spin-orbit splitting is given which is typically neglected, and alsoneglected in our work. The inverse relations for the Luttinger parameters are
 γ1 = −1
 3(L+ 2M)
 2m0
 h2− 1 (3.23)
 γ2 = −1
 6(L−M)
 2m0
 h2
 γ3 = −1
 6(N+ +N−)
 2m0
 h2= −1
 6N
 2m0
 h2
 κ = −1
 6(N+ −N−)
 2m0
 h2− 1
 3,
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 and
 γ1 = −1
 3(F + 2G+ 2H1 + 2H2)
 2m0
 h2− 1 (3.24)
 γ2 = −1
 6(F + 2G−H1 −H2)
 2m0
 h2
 γ3 = −1
 6(F −G+H1 −H2)
 2m0
 h2
 κ = −1
 6(F −G−H1 +H2)
 2m0
 h2− 1
 3.
 The parameter H2 is small and thus it is often neglected, e.g. in Ref. [For97]. This leadsto N− ≈M and N+ = N −N− ≈ N −M . This is exactly equivalent to the case whereκ is not known, and therefore approximated by
 κ ≈ −1
 6(N − 2M)
 2m0
 h2− 1
 3= −1
 3(γ1 − 2γ2 − 3γ3 + 2) , (3.25)
 where N is defined in eq. (3.18). Using this definition for κ, i.e. assuming H2 = 0,eq. (3.16) and eq. (3.17) can be expressed using the Luttinger parameters
 N− ≈ H1 =M = (2γ2 − γ1 − 1)h2
 2m0(3.26)
 N+ = F −G = N −N− ≈ N −M = (−6γ3 − (2γ2 − γ1 − 1))h2
 2m0. (3.27)
 For the k ·p dispersion of bulk semiconductors without magnetic field, the contributionof the term 3κ+ 1 to N+ (eq. (3.16)) and N− (eq. (3.17)) effectively cancel each other.Therefore, κ is not needed and can be ignored, suggesting to use only the parameterN for the bulk Hamiltonian. This misleads to effectively using N+ = N− = N/2(eq. (3.18)), a practice that was adopted by the whole k · p community until the lastdecade. However, Foreman identified this symmetrized k ·p Hamiltonian to be incorrectfor heterostructures [For93], pointing out the noncommutativity of the momentum andposition operators in heterostructures. It is thus crucial to use the correct form of thenonsymmetrized k · p Hamiltonian which includes the correct definitions of N+ andN−. In both cases the entire matrix is Hermitian whereas in the symmetrized approach,additionally, each matrix element is Hermitian. The symmetrized Hamiltonian has beenderived from the bulk k · p Hamiltonian, whereas the nonsymmetrized version is basedon Burt’s exact envelope function theory for heterostructures [Bur92], which has beenextended by Foreman to multi-band k · p. For that reason it is usually called theBurt–Foreman Hamiltonian [LYVW09]. If the k · p material parameters do not dependon position, e.g. in the case of a quantum well with infinite barriers, i.e. no materialinterfaces, both symmetrizations lead to the same results in the case of zero magneticfield. If one is only interested in the bulk k · p dispersion, there is no need to explicitlyuse N+ and N−, and thus N can be used instead (eq. (3.18)). Unfortunately, in a lotof articles in the last decades N+ and N− (and also κ) have been ignored and only N
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 has been used, which we now know is definitely not correct for heterostructures. Thenoncommutativity of the off-diagonal matrix elements has already been pointed out inthe early work of Luttinger [Lut56], where he derived the most general form of the 6× 6k · p Hamiltonian in the presence of an external homogeneous magnetic field.Foreman introduced another set of dimensionless parameters σ, π and δ [For93]
 σ = −1
 6F2m0
 h2= − 1
 18(L+ 2N+)
 2m0
 h2≈ −1
 2δ + γ (3.28)
 π = −1
 6H1
 2m0
 h2= − 1
 12(M +N−)
 2m0
 h2≈ 3
 2δ + μ
 δ = −1
 6G2m0
 h2= − 1
 18(L−N+)
 2m0
 h2≈ 1
 9(γ1 + γ2 − 3γ3 + 1),
 where γ and μ are defined as
 γ =1
 2(γ3 + γ2) (3.29)
 μ =1
 2(γ3 − γ2). (3.30)
 The notation in Greek letters σ, π and δ is derived from the s, p, d (and f) orbitalsof the constituent atoms. Here, the contribution of the f orbitals is neglected which isequivalent to setting H2 = 0, i.e. approximating κ (eq. (3.25)). The inverse relationsshow how the Luttinger parameters can be expanded to reflect the symmetry of theinteraction of the bands [LYVW09]
 γ1 ≈ −1
 3(F + 2G+ 2H1)
 2m0
 h2− 1 = 2σ + 4π + 4δ − 1 (3.31)
 γ2 ≈ −1
 6(F + 2G−H1)
 2m0
 h2= σ − π + 2δ
 γ3 ≈ −1
 6(F −G+H1)
 2m0
 h2= σ + π − δ
 κ ≈ −1
 6(F −G−H1)
 2m0
 h2− 1
 3= σ − π − δ − 1
 3.
 They are similar to eq. (3.24), with the exception that the term H2 has been neglected.Consequently, the forth parameter κ is not an independent parameter here. It dependson the choice of σ, π and δ, or γ1, γ2 and γ3, respectively. The corresponding relationfor κ in terms of the Luttinger parameters is given in eq. (3.25). Finally, we list therelated equations for the DKK parameters
 L = F + 2G = (−6σ − 12δ)h2
 2m0(3.32)
 N+ = F −G = (−6σ + 6δ)h2
 2m0
 M ≈ H1 = −6πh2
 2m0
 N− ≈ H1 = −6πh2
 2m0.
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 The Luttinger parameters are based on the method of invariants whereas the DKKparameters are based on the perturbation method for deriving the k · p Hamiltonianmatrix. This is the reason for the various definitions of k · p parameters.For the DKK parameters L, M , N , there is another frequently used definition in the
 literature (e.g. used by Bir and Pikus [BP74] and in Ref. [VSW07]), also called L,M , N ,which often causes confusion in the numerical values of the parameters and thus even insome cases leading to incorrect use of parameters (see Section 3.4). They originally wereused by Luttinger and Kohn [LK55]. There, they were termed A, B, C, and should notbe confused with A, B, C of eq. (3.137), eq. (3.138) and eq. (3.139). These alternativeLK (Luttinger–Kohn) parameters, labeled with superscript ‘LK’, read
 LLK = ALK = L+h2
 2m0= (−γ1 − 4γ2)
 h2
 2m0(3.33)
 MLK = BLK =M +h2
 2m0= (2γ2 − γ1)
 h2
 2m0(3.34)
 NLK = CLK = NLK+ +NLK− = N = −6γ3h2
 2m0(3.35)
 NLK+ = N+ ≈ NLK −(MLK − h2
 2m0
 )= N −M (3.36)
 NLK− = N− ≈MLK − h2
 2m0=M. (3.37)
 Here, LLK and MLK are defined including the free electron term h2
 2m0(see eq. (3.12)).
 Expressing them using the Luttinger parameters now differs because the term ‘−1’ thatis present in eq. (3.14) and eq. (3.15) has disappeared. Consequently, the diagonal termh2
 2m0k2 must be omitted in Hvv, i.e. the term Ev,av + h2
 2m0k2 in eq. (3.11) has to be
 replaced by Ev,av. The inverse relations for the Luttinger parameters read
 γ1 = −1
 3
 (LLK + 2MLK
 ) 2m0
 h2= −1
 3(L+ 2M)
 2m0
 h2− 1 (3.38)
 γ2 = −1
 6
 (LLK −MLK
 ) 2m0
 h2= −1
 6(L−M)
 2m0
 h2(3.39)
 γ3 = −1
 6NLK 2m0
 h2= −1
 6N
 2m0
 h2(3.40)
 κ = −1
 6(NLK+ −NLK−)
 2m0
 h2− 1
 3= −1
 6(N+ −N−)
 2m0
 h2− 1
 3, (3.41)
 where the formula for γ1 differs for the two possible definitions of the DKK or LKparameters. The term ‘−1’ in eq. (3.38) shows how they are related to each other. Therelations for γ2, γ3, and κ correspond to the ones given in eq. (3.23). In order to avoidconfusion, we recommend to provide values for the Luttinger parameters when publishingor comparing material parameters, rather than the ambiguous L, M , N parameters.For wurtzite the Rashba-Sheka-Pikus (RSP) parameters of the valence band A1, A2,
 A3, A4, A5, A6 are similar to the Luttinger parameters in zinc blende. The A7 parameter
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 that describes the k dependent spin-orbit splitting is usually neglected. From those sixparameters one can obtain the nine parameters L1, L2, M1, M2, M3, N
 +1 , N−
 1 , N+2 , N−
 2
 as follows [FB03]
 L1 =h2
 2m0
 (A5 + A
 )= −6(σ + δ) (3.42)
 L2 =h2
 2m0(A1 − 1) = −6σz
 M1 =h2
 2m0
 (−A5 + A
 )= −6δ
 M2 =h2
 2m0A = −6π
 M3 =h2
 2m0(A2 − 1) = −6πz
 N+1 =
 h2
 2m0
 (3A5 − A
 )= N1 −M1 = −6(σ − δ)
 N−1 =
 h2
 2m0
 (−A5 + A
 )=M1 = −6δ
 N+2 =
 h2
 2m0
 (√2A6 − A
 )= N2 −M2 = −6σxz
 N−2 =
 h2
 2m0A =M2 = −6π,
 where we used
 A = A2 +A4 − 1 (3.43)
 A = A1 +A3 − 1. (3.44)
 It also holds
 N1 = N+1 +N−
 1 = L1 −M1 =h2
 2m02A5 = −6σ (3.45)
 N2 = N+2 +N−
 2 =h2
 2m0
 √2A6 = −6σxz − 6π. (3.46)
 The ‘Foreman’ parameters σ, σz, σxz, π, πz and δ have actually been introduced byMireles and Ulloa [MU99]. The relation N1 = L1 − M1 is due to the sixfold rota-tional symmetry of the Hamiltonian [CC96]. The related matrix elements are given inRefs. [LYVW09, MU99]. The contribution of the term ‘−1’ (free electron term) for L1,L2, M1, M2 and M3 has the same origin as in the zinc blende case. Thus one shouldbe careful when comparing material parameters because for wurtzite there are also two
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 definitions possible. The inverse relations to eq. (3.42) read [CC96, MU99]
 A1 =2m0
 h2L2 + 1 = 1− 6σz (3.47)
 A2 =2m0
 h2M3 + 1 = 1− 6πz (3.48)
 A3 =2m0
 h2(M2 − L2) = −6(π − σz) (3.49)
 A4 =2m0
 h21
 2(L1 +M1 − 2M3) = −3σ − 6(δ − πz) (3.50)
 A5 =2m0
 h21
 2(L1 −M1) =
 2m0
 h21
 2N1 = −3σ (3.51)
 A6 =2m0
 h2
 √2
 2N2 = − 6√
 2(π + δ). (3.52)
 Finally, the ‘Foreman’ parameters can be expressed as
 σ = −1
 6(L1 −M1)
 2m0
 h2= −1
 6N1
 2m0
 h2= −1
 3A5 (3.53)
 σz = −1
 6L2
 2m0
 h2= −1
 6(A1 − 1) (3.54)
 σxz = −1
 6(N2 −M2)
 2m0
 h2= −1
 6N+
 2
 2m0
 h2= −1
 6
 (−A1 −A3 +
 √2A6 + 1
 )(3.55)
 = −1
 6
 (√2A6 − A
 )π = −1
 6M2
 2m0
 h2= −1
 6N−
 2
 2m0
 h2= −1
 6(A1 +A3 − 1) = −1
 6A (3.56)
 πz = −1
 6M3
 2m0
 h2= −1
 6(A2 − 1) (3.57)
 δ = −1
 6M1
 2m0
 h2= −1
 6(A2 +A4 −A5 − 1) = −1
 6(A−A5). (3.58)
 Hcc in eq. (3.10) is defined as
 Hcc = Ec + kxAckx + kyAcky + kzAckz (3.59)
 for zinc blende, and
 Hcc = Ec + kxAc2kx + kyAc2ky + kzAc1kz (3.60)
 for wurtzite, where Ec is the conduction band edge (without strain shifts). The param-
 eter Ac is defined as Ac = h2
 2m0S and S is a dimensionless parameter defined for zinc
 blende as [Hac02]
 S = 1 + 2F =
 (1 + 2
 1
 m0
 ∑n∈B
 |〈S |px|n〉|2Ec − En
 ), (3.61)
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 where the summation is over all bands apart from the valence bands. Here, F shouldnot be confused with the parameter F of eq. (3.19). In contrast to our definition ofthe valence band parameters L, M , N+ and N−, the conduction band parameter Ac
 includes the free electron term h2
 2m0which corresponds to the ‘1’ in eq. (3.61). If the
 free electron term were not included, then it must be included explicitly into the Hcc
 term, analogous to the first line of eq. (3.11) for the valence band part Hvv. S can alsobe evaluated through the experimentally determined conduction band mass me at the Γpoint using the relation [LFC96]
 S =m0
 me− 2EP
 3Egap− EP
 3(Egap +Δso)=m0
 me− EP
 Egap +23Δso
 Egap (Egap +Δso), (3.62)
 where Egap is the (unstrained) band gap energy between the lowest conduction bandedge and the highest valence band edge energy. If one wants to switch off the couplingbetween electrons and holes, simply setting EP = 0 eV leads to an isotropic and parabolicenergy dispersion for the electrons. In this case, the S parameter is the inverse of theeffective electron mass, S = m0
 me, giving an intuitive meaning to this k · p parameter. In
 Ref. [VMRM01] the dimensionless F parameter (eq. (3.61)) is given for all zinc blendematerials, where F = (S−1)/2. However, as the band gap Egap is temperature dependent(eq. (B.2)), nextnano3 by default calculates S directly from the actual band gap and theeffective electron massme, rather than using the S parameter of the database. We noticethat different definitions of the S or Ac parameter occur in the literature depending onwhether the free electron term is included or not. Thus one has to be careful whencomparing different sets of material parameters. For wurtzite, the parameter Aci isdefined as Aci =
 h2
 2m0Si with index i = {1, 2}. The index i = 1 refers to the direction
 parallel to the hexagonal c axis and i = 2 to the directions perpendicular to it. It holdsSi = 1 + 2Fi and [CC96]
 S1 =m0
 me,‖− EP1
 Egap + 2Δ2
 (Egap +Δ1 +Δ2)(Egap + 2Δ2)− 2Δ23
 (3.63)
 S2 =m0
 me,⊥− EP2
 (Egap +Δ1 +Δ2)(Egap +Δ2)−Δ23
 Egap
 [(Egap +Δ1 +Δ2)(Egap + 2Δ2)− 2Δ2
 3
 ] . (3.64)
 In the limit Δ1 = 0, Δ2 = Δ3 =13Δso, the zinc blende result (eq. (3.62)) is obtained.
 The coupling between conduction and valence bands in eq. (3.10) is defined as
 Hcv =(HSX
 cv HSYcv HSZ
 cv
 ), (3.65)
 and
 Hvc =
 ⎛⎝ HSX
 vc
 HSYvc
 HSZvc
 ⎞⎠ . (3.66)
 For zinc blende, the components are given by
 HSXcv = kyBkz + iPkx (3.67)
 HSYcv = kzBkx + iPky (3.68)
 HSZcv = kxBky + iPkz, (3.69)
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 and
 HSXvc = kzBky − ikxP (3.70)
 HSYvc = kxBkz − ikyP (3.71)
 HSZvc = kyBkx − ikzP. (3.72)
 For wurtzite they are
 HSXcv = kyB1kz + iP2kx (3.73)
 HSYcv = kzB2kx + iP2ky (3.74)
 HSZcv = kxB3ky + iP1kz, (3.75)
 and
 HSXvc = kzB1ky − ikxP2 (3.76)
 HSYvc = kxB2kz − ikyP2 (3.77)
 HSZvc = kyB3kx − ikzP1. (3.78)
 We notice that Hvc is not the Hermitian conjugate of Hcv because the operator orderingis different. This ordering is the one suggested by Foreman [For97]. The correct form ofthe inversion asymmetry parameter B has been derived by Loehr [Loe95]. B is zero formaterials that possess inversion symmetry as is the case for diamond-type crystals. Zincblende crystals do not have inversion symmetry, thus B �= 0. This also applies to wurtzitecrystals, thus B1 �= 0, B2 �= 0 and B3 �= 0. For one-dimensional simulations, B onlycontributes for nonzero k‖ vectors. It is common practice in the k ·p literature to neglectthe contribution of the B parameter. However, this inversion asymmetry parameter isresponsible for a spin-splitting of the bulk k ·p dispersion for the bands along directionsother than [001] and [111], where the splitting is suppressed by symmetry elements ofthe group of k [ESC87] (see Fig. 3.11). For heterostructures the B parameter leadsto a splitting of the states for any direction of k‖, even if the structure itself has aninversion center, i.e. no structural inversion asymmetry (SIA). In Section 3.6, we presentan example (Fig. 3.17). The optical matrix parameter P (Kane momentum matrixelement) that mixes the conduction and valence band states is given by
 P = − ih
 m0〈S |px|X〉 =
 √h2
 2m0EP (3.79)
 EP =2m0
 h2P 2, (3.80)
 where the Kane parameter EP is the energy equivalent to P , whose values are usually
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 around 22 eV for almost all semiconductors. They are similar for wurtzite
 P1 = − ihm
 〈S |pz|Z〉 =√
 h2
 2m0EP1 (3.81)
 P2 = − ihm
 〈S |px|X〉 = − ihm
 〈S |py|Y 〉 =√
 h2
 2m0EP2. (3.82)
 In bulk, P only contributes for nonzero k vectors, whereas for heterostructures it is alsorelevant for k‖ = 0.
 Any algorithmic implementation of the k · p Hamiltonian should be the one of thewurtzite Hamiltonian. It implicitly contains the zinc blende and diamond-type cases bysetting L1 = L2 = L, M1 = M2 = M3 = M , N+
 1 = N+2 = N+, N−
 1 = N−2 = N−,
 P1 = P2 = P , B1 = B2 = B3 = B and S1 = S2 = S.
 Spin-orbit coupling The relativistic effect of spin is approximately taken into accountby including an additional term Hso in the Schrodinger equation (eq. (3.1)). Using thedefinition
 Δso = −3i
 (h2
 4m20c
 2
 )⟨X∣∣∣(∇V × p)y
 ∣∣∣Z⟩ , (3.83)
 we can write down the spin-orbit interaction Hamiltonian for zinc blende [HS90]. In thebasis of eq. (3.8) it reads
 Hso =1
 3Δso
 ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
 0 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 0 −i 0 0 0 10 0 i 0 0 0 0 −i0 0 0 0 0 −1 i 00 0 0 0 −1 0 i 00 0 0 0 −i −i 0 00 0 1 i 0 0 0 0
 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (3.84)
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 where Δso is the spin-orbit split-off energy. The spin-orbit Hamiltonian matrix can bediagonalized if one chooses the Bloch basis [LFC96]
 |ue ↑〉 =∣∣∣∣12 , 12
 ⟩e
 = |S ↑〉 (3.85)
 |ue ↓〉 =∣∣∣∣12 ,−1
 2
 ⟩e
 = |iS ↓〉
 |uhh ↑〉 =∣∣∣∣32 , 32
 ⟩=
 1√2|(X + iY ) ↑〉
 |uhh ↓〉 =∣∣∣∣32 ,−3
 2
 ⟩=
 i√2|(X − iY ) ↓〉
 |ulh1〉 =∣∣∣∣32 , 12
 ⟩=
 i√6[|(X + iY ) ↓〉 − 2 |Z ↑〉]
 |ulh2〉 =∣∣∣∣32 ,−1
 2
 ⟩=
 1√6[|(X − iY ) ↑〉+ 2 |Z ↓〉]
 |uso1〉 =∣∣∣∣12 , 12
 ⟩=
 1√3[|(X + iY ) ↓〉+ |Z ↑〉]
 |uso2〉 =∣∣∣∣12 ,−1
 2
 ⟩=
 i√3[|− (X − iY ) ↑〉+ |Z ↓〉] ,
 leading to the eigenstates known as heavy hole (hh), light hole (lh) and spin-orbit split-off hole (so) with positive and negative angular momentum projection. The prefactorsare normalization constants and these linear combinations are known as the ‘angularmomentum representation’. The basis states for the electrons are included for complete-ness. They are not affected by the spin-orbit interaction. The heavy and light holesare degenerate and their eigenvalues are 1
 3Δso, whereas the eigenvalue of the split-offhole is −2
 3Δso). Here we classified the six valence states in terms of |J, Jz〉 states withthe use of the Clebsch-Gordan coefficients for the angular momentum J = LB + S andits z component [EO56]. LB is the angular momentum of the Bloch orbit and S is thespin. The terms ‘heavy’ and ‘light’ originate from the distinct curvatures of the energydispersions of these bands. For nonzero k values, the states cannot be label any moreas pure heavy, light and split-off holes. Projecting the calculated solution in the basisof eq. (3.8) onto the basis given in eq. (3.85), determines if the corresponding spinorsare dominated by the character of a heavy, light or split-off hole. Further details aboutthe bulk band dispersion can be found for instance in Ref. [CC92]. As an example weprovide the band structure of InAs in Fig. 3.11.
 For wurtzite, the spin-orbit interaction Hamiltonian in the basis of eq. (3.8) is given
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 by
 Hso =
 ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
 0 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 0 −iΔ2 0 0 0 Δ3
 0 0 iΔ2 0 0 0 0 −iΔ3
 0 0 0 0 0 −Δ3 iΔ3 00 0 0 0 −Δ3 0 iΔ2 00 0 0 0 −iΔ3 −iΔ2 0 00 0 Δ3 iΔ3 0 0 0 0
 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (3.86)
 with Δ2 corresponding to the direction parallel to the hexagonal c axis, and Δ3 to theplane perpendicular to it. It is usually assumed that Δ2 = Δ3 = 1
 3Δso, which actuallyyields the zinc blende spin-orbit Hamiltonian (eq. (3.84)).
 Crystal field splitting In wurtzite we additionally have to consider the crystal fieldsplitting, i.e. the energy splitting produced by the anisotropy of the hexagonal symmetry.In the basis of eq. (3.8) it is given by
 Hcr =
 ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
 0 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 Δ1 0 0 0 0 00 0 0 Δ1 0 0 0 00 0 0 0 0 0 0 00 0 0 0 0 Δ1 0 00 0 0 0 0 0 Δ1 00 0 0 0 0 0 0 0
 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (3.87)
 where Δ1 = Δcr is the crystal field splitting energy which is zero in both diamond andzinc blende materials.
 Within the algorithm of the nextnano program, it is sufficient to only implement thewurtzite spin-orbit Hamiltonian. It includes both crystal field splitting and spin-orbitcoupling and reads
 Hso,cr =
 ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
 0 0 0 0 0 0 0 00 0 0 0 0 0 0 00 0 Δ1 −iΔ2 0 0 0 Δ3
 0 0 iΔ2 Δ1 0 0 0 −iΔ3
 0 0 0 0 0 −Δ3 iΔ3 00 0 0 0 −Δ3 Δ1 iΔ2 00 0 0 0 −iΔ3 −iΔ2 Δ1 00 0 Δ3 iΔ3 0 0 0 0
 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (3.88)
 It implicitly includes the zinc blende case. The basis states that diagonalize this wurtzitespin-orbit Hamiltonian are not the same as the ones we used before in the zinc blende
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 case (eq. (3.85)). They are [CC96]
 |iS ↑〉 (3.89)
 |iS ↓〉|u1 ↑〉 = − 1√
 2|(X + iY ) ↑〉
 |u2 ↑〉 = 1√2|(X − iY ) ↑〉
 |u3 ↑〉 = |Z ↑〉|u4 ↓〉 = 1√
 2|(X − iY ) ↓〉
 |u5 ↓〉 = − 1√2|(X + iY ) ↓〉
 |u6 ↓〉 = |Z ↓〉 .After diagonalization, one obtains the following eigenvalues [CC96]
 E1 = EA = Δ1 +Δ2 (3.90)
 E2 = EB =Δ1 −Δ2
 2+
 √(Δ1 −Δ2
 2
 )2
 + 2Δ23 (3.91)
 E3 = EC =Δ1 −Δ2
 2−√(
 Δ1 −Δ2
 2
 )2
 + 2Δ23, (3.92)
 where A, B and C refer to the heavy hole, light hole and crystal field split-off holeenergies in wurtzite. For zinc blende one has to set Δ1 = 0 and Δ2 = Δ3 = 1
 3Δso. Thezinc blende eigenvalues can further be simplified to
 E1 = E2 = Ehh = Elh =1
 3Δso (3.93)
 E3 = Eso = −2
 3Δso, (3.94)
 where heavy hole (hh) and light hole (lh) are degenerate. They are separated from thesplit-off hole (so) by the spin-orbit splitting energy Δso. Thus the valence band edges atΓ and the conduction band edges at Γ, L and X are determined as follows
 EΓc = Ev,av +max(E1, E2) + EΓ
 gap (3.95)
 ELc = Ev,av +max(E1, E2) + EL
 gap (3.96)
 EXc = Ev,av +max(E1, E2) + EX
 gap (3.97)
 Ehh = Ev,av + E1 (3.98)
 Elh = Ev,av + E2 (3.99)
 Eso = Ev,av + E3, (3.100)
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 Figure 3.1.: Conduction (Ec) and valence band (Ev) alignment in a zinc blende semicon-ductor. The heavy hole (hh), light hole (lh) and split-off hole (so) band edgesare obtained by adding the spin-orbit Hamiltonian to the average valenceband edge energy Ev,av.
 where we use the average of the three valence bands Ev,av as our reference point (Fig. 3.1).In fact, this reference is the average valence band edge energy in the absence of spin-orbit(and crystal field) splitting. This definition is valid for both zinc blende and wurtziteand is used to specify the valence band offset between different materials on a globalscale [VdW89]. Very often, however, the valence band offset is instead defined as thedifference in energy with respect to the highest hole band edges between two materials.
 Modified k · p parameters In a 6 × 6 k · p Hamiltonian all conduction bands areconsidered as a perturbation. In 8 × 8 k · p theory, the lowest conduction band is nowincluded in the k · p Hamiltonian and not treated as a perturbation any more. Thusthe related material parameters are different in 6× 6 k ·p and 8× 8 k ·p Hamiltonians.Therefore, the L,M , N+, N− parameters in eq. (3.11) must be replaced by the modifiedDKK parameters L′, M ′, N+′, N−′ and N ′ because the latter include the now requiredcorrection term
 L′ = L+h2
 2m0
 EP
 Egap= L+
 P 2
 Egap(3.101)
 M ′ =M (3.102)
 N+′ = N+ +h2
 2m0
 EP
 Egap= N+ +
 P 2
 Egap(3.103)
 N−′ = N− (3.104)
 N ′ = N +h2
 2m0
 EP
 Egap= N +
 P 2
 Egap. (3.105)
 The correction term is temperature dependent because obviously the band gap dependson temperature (see Appendix B.2 and Appendix B.3).
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 The modifications of the L1, L2, N+1 , N+
 2 , N1 and N2 parameters for wurtzite haveto be done in a similar manner [AO00], whereas the M1, M2, M3, N
 −1 , N−
 2 parametersremain unchanged as in the case of zinc blende
 L′1 = L1 +
 P 21
 Egap(3.106)
 L′2 = L2 +
 P 22
 Egap(3.107)
 N+′1 = N+
 1 +P 21
 Egap(3.108)
 N+′2 = N+
 2 +P1P2
 Egap(3.109)
 N ′1 = N1 +
 P 21
 Egap(3.110)
 N ′2 = N2 +
 P1P2
 Egap. (3.111)
 For the RSP parameters the modifications read [AO00]
 A′1 = A1 +
 EP2
 Egap(3.112)
 A′2 = A2 (3.113)
 A′3 = A3 − EP2
 Egap(3.114)
 A′4 = A4 +
 1
 2
 EP1
 Egap(3.115)
 A′5 = A5 +
 1
 2
 EP1
 Egap(3.116)
 A′6 = A6 +
 √2
 2
 √EP1EP2
 Egap, (3.117)
 where EP1 refers to the orientation parallel and EP2 perpendicular to the hexagonal caxis.For zinc blende, it holds for the modified Luttinger parameters [PB66]
 γ′1 = γ1 − 1
 3
 EP
 Egap(3.118)
 γ′2 = γ2 − 1
 6
 EP
 Egap(3.119)
 γ′3 = γ3 − 1
 6
 EP
 Egap(3.120)
 κ′ = κ− 1
 6
 EP
 Egap. (3.121)
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 Finally, we list the modifications of the F , G, H1, H2 parameters
 F ′ = F +h2
 2m0
 EP
 Egap= F +
 P 2
 Egap(3.122)
 G′ = G (3.123)
 H ′1 = H1 (3.124)
 H ′2 = H2, (3.125)
 and Foreman’s σ, π and δ parameters
 σ′ = σ − 1
 6
 EP
 Egap(3.126)
 π′ = π (3.127)
 δ′ = δ. (3.128)
 For wurtzite, the latter are modified to
 σ′ = σ − 1
 6
 EP1
 Egap(3.129)
 σ′z = σz − 1
 6
 EP2
 Egap(3.130)
 σ′xz = σxz − 1
 6
 √EP1EP2
 Egap(3.131)
 π′ = π (3.132)
 π′z = πz (3.133)
 δ′ = δ. (3.134)
 I have implemented full flexibility for the user into the nextnano3 software with respectto choice of k·p parameters. The user can either specify the 6×6 k·p L,M , N parametersor the Luttinger parameters γ1, γ2, γ3. The user can decide whether he wants to includeκ or if he wants to approximate κ. The L′, M ′, N ′ parameters for 8 × 8 k · p can bespecified directly, or calculated automatically from the 6 × 6 k · p DKK or Luttingerparameters taking into account the temperature dependent band gap. Additionally, themodified Luttinger parameters for 8×8 k ·p (with or without κ′) can be entered instead.The user can specify the S parameter, or the program calculates S from the temperaturedependent band gap and the effective electron mass. By default, a rescaling of the k · pparameters is not performed by nextnano3, in contrast to nextnano++. However, theuser can choose to rescale the parameters automatically to S = 0 or S = 1 (eq. (3.158)or eq. (3.158), respectively). This is sometimes necessary in order to avoid spurioussolutions (see Section 3.2). In any case, a consistent set of all k · p parameters (DKK,Luttinger, Foreman, ...) are written out, also the ones not specified, including the 6× 6parameters if 8×8 parameters are specified. This gives as much transparency as possibleto the user, especially when comparing own results with calculations and k·p parameters
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 of published work by others. Additionally, the bulk k ·p dispersion along the [001], [110]and [111] directions is part of the output, so that the user can check whether the energydispersion for a particular choice of k · p parameters is meaningful, e.g. if the curvatureof the energy dispersion has the correct sign (see Fig. 10.1). This is important to checkfor e.g. alloys, if strain is present or for rescaled k ·p parameters, or if spurious solutionsare present. Finally, we also output the calculated A, B, C parameters that have beenused by Dresselhaus, Kip and Kittel [DKK55]. They are of no practical relevance forour software because they only apply along certain symmetry directions in the Brillouinzone where the energies are twofold degenerate, e.g. along the line from L to Γ to X. TheDKK (Dresselhaus–Kip–Kittel) equation [DKK55] for the energy dispersion of the holesis valid only for energies small compared to the spin-orbit splitting energy. Nevertheless,they provide insight into the choice of k · p parameters. From these parameters, theenergy dispersion for the heavy and light holes are obtained
 Ehh(k) = Ak2 +√B2k4 + C2
 (k2xk
 2y + k2yk
 2z + k2zk
 2x
 )(3.135)
 Elh(k) = Ak2 −√B2k4 + C2
 (k2xk
 2y + k2yk
 2z + k2zk
 2x
 ). (3.136)
 The anisotropy is caused by C. Therefore the constant energy surfaces in reciprocalk space are ‘warped spheres’ and show a cubic symmetry. This deviation from thespherical symmetry is a direct consequence of the cubic crystal system. If C is zero,then the energy dispersion is isotropic (spherical approximation). If both, B and C arenonzero, the dispersion is nonparabolic. Both, A and B are negative with diamond beingan exception, according to Yu and Cardona [YC99], although there is still uncertaintyin the choice of parameters for diamond, see Section 10.1. A, B and C are related tothe Luttinger and DKK parameters as follows
 A = −γ1 h2
 2m0=L+ 2M
 3+
 h2
 2m0(3.137)
 B = −2γ2h2
 2m0=L−M
 3(3.138)
 C2 = 12(γ23 − γ22
 )( h2
 2m0
 )2
 =1
 3(N2 − (L−M)2). (3.139)
 Usually, the A, B, C and L, M , N parameters are given in h2
 2m0units, and the Luttinger
 parameters in dimensionless units although some authors use different conventions, e.g.atomic units where h2
 2m0leads to a factor of 1/2 in the equations. Also opposite sign
 conventions for A, B, C are used, thus very often only |A|, |B|, |C| are listed, and in factonly the sign of A, which is obvious, is relevant. If A and B are defined as in eq. (3.135)and eq. (3.136), it is clear that A must be negative, but the signs for B and C are notdetermined from B2 or C2, respectively. Therefore, for the inverse relations it is not soobvious to assign the correct sign to γ2 and γ3, as the signs for B and C are not well
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 defined
 γ1 = −A2m0
 h2(3.140)
 γ2 = −B2
 2m0
 h2(3.141)
 γ23 =
 (B2
 4+C2
 12
 )(2m0
 h2
 )2
 . (3.142)
 Usually for all cubic group IV, III-V and II-VI materials that we included in thenextnano database, all three 6 × 6 k · p Luttinger parameters are positive. The onlyexceptions from this rule, that we are aware of, are the group IV materials C (diamond),Sn and the II-VI materials HgS, HgSe, HgTe. For all these materials apart from diamondall three Luttinger parameters are negative. Apart from diamond, all have an unusualband structure having either a zero band gap or a negative band gap. For diamondseveral sets of Luttinger parameters exist (see Section 10.1). The signs of the Luttingerparameters vary among these sets. A possible reason for this is, to our believe, thatsome of the Luttinger parameters have been calculated from A, B and C.
 It is often convenient to know estimates of effective masses in particular directionsor averaged over all directions. They can be obtained by projection of the angularmomentum operators onto a coordinate system that contains the desired direction.Within nextnano3, we write out the effective heavy and light hole masses along the[001], [110] and [111] directions. They can be extracted from the Luttinger parameters[HF63, VMRM01]
 m0
 m[001]hh
 = γ1 − 2γ2 =2m0
 h2(−A+B) (3.143)
 m0
 m[001]lh
 = γ1 + 2γ2 =2m0
 h2(−A−B) (3.144)
 m0
 m[111]hh
 = γ1 − 2γ3 (3.145)
 m0
 m[111]lh
 = γ1 + 2γ3 (3.146)
 m0
 m[110]hh
 = γ1 − 1
 2(γ2 + 3γ3) (3.147)
 m0
 m[110]lh
 = γ1 +1
 2(γ2 + 3γ3) . (3.148)
 Also the isotropic, averaged heavy, light and split-off hole masses can be derived. Forthe latter, two approximations are commonly employed [YC99, VMRM01]. The first
 53

Page 34
						
						

Chapter 3. Multi-band k · p envelope function approximation
 one is
 m0
 mhh,av=
 2m0
 h2
 (−A+B
 (1 +
 2C2
 15B2
 ))(3.149)
 m0
 mlh,av=
 2m0
 h2
 (−A−B
 (1 +
 2C2
 15B2
 ))(3.150)
 m0
 mso,av= γ1 − EPΔso
 3Egap(Egap +Δso). (3.151)
 The second one uses instead of eq. (3.149) and eq. (3.150)
 m0
 mhh,av=
 2m0
 h2
 (−A+
 2
 5B
 (1 +
 3
 2
 √1 +
 4C2
 9B2
 ))(3.152)
 m0
 mlh,av=
 2m0
 h2
 (−A− 2
 5B
 (1 +
 3
 2
 √1 +
 4C2
 9B2
 )). (3.153)
 Both approximations become identical if C = 0, corresponding to negligible warping[YC99].
 Finally, we remark that it is sometimes useful to compare the numerical implemen-tation of the k · p Hamiltonian to analytical or numerical single-band (‘effective-mass’)results at k = 0, where the energy dispersion is isotropic and parabolic, and describedby an effective mass m. By setting EP = 0 eV, one decouples the electrons from theholes. Then the 8 × 8 k · p Hamiltonian effectively becomes a 6 × 6 k · p Hamiltonianfor the holes and a single-band Hamiltonian for the electrons, the latter being twofolddegenerate due to spin. To be consistent, one then has to use the 6× 6 k ·p parametersfor the holes (L, M , N+, N− rather than L′, M ′, N+′, N−′), and the parabolic single-band effective mass me of the electron. This is achieved by setting S = m0
 me. To obtain a
 dispersion for the holes that is both isotropic and parabolic, it requires us to set L =M ,N+ = 0 and N− = 0 which implies N = 0. This is equivalent to setting γ2 = γ3 = 0,and κ = −1
 3 , or setting F = G and H1 = H2 = 32F . For instance, if we want to achieve
 a dispersion corresponding to an effective mass of mh = 0.5m0 for each of the three holebands, where the split-off band is separated from the degenerate heavy and light holeband energies by the spin-orbit splitting energy Δso, our k ·p parameters must be givenby
 • γ1 =m0mh
 = 2, γ2 = γ3 = 0, κ = −13 or
 • L =M = (−γ1 − 1) h2
 2m0= −3 h2
 2m0, N+ = 0, N− = 0 or
 • F = G = L3 = − h2
 2m0, H1 = H2 =
 L2 = −3
 2h2
 2m0.
 • (For the Foreman parameters it follows σ = δ = 1/6 and π = 1/4. However, theyimplicitly assume H2 = 0. This is definitely not the case here because now H2 �= 0and its contribution is even larger than the one of F or G.)
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 These conditions are valid for bulk. They are also valid for heterostructures becausewe specified four parameters, except for the Foreman parameters. For bulk (withoutmagnetic field), it is sufficient to specify only three parameters, and thus we can alsouse the Foreman parameters. To obtain an isotropic dispersion for the holes, it requiresus to set N = L−M , i.e. N+ = L− 2M and N− =M (spherical approximation). Thisis equivalent to setting γ2 = γ3, leading to
 κ = −1
 6(L− 3M)
 2m0
 h2− 1
 3= −1
 3(γ1 − 5γ2 + 2) . (3.154)
 For instance, setting M = 0, N = L, i.e. N+ = L and N− = 0 yields an isotropicdispersion. This is equivalent to γ2 = γ3 = 1
 2(γ1 + 1) = −16L
 2m0
 h2 . The sphericalapproximation is also obtained by replacing γ2 and γ3 by
 γ =1
 5(2γ2 + 3γ3). (3.155)
 Replacing γ2 and γ3 by
 γ =1
 2(γ2 + γ3), (3.156)
 yields the axial approximation, which is characterized by a cylindrical symmetry of theHamiltonian, i.e. axial symmetry in the (x, y) plane.If it holds L = M (or N = 0), i.e. N+ = −M = −L and N− = M = L, the hole
 dispersion is both isotropic and parabolic. This is equivalent to setting γ2 = γ3 = 0,leading to
 κ =1
 3L2m0
 h2− 1
 3= −1
 3(γ1 + 2) = −F 2m0
 h2− 1
 3= 6σ − 1
 3. (3.157)
 If γ1 is given, the four sets of parameters are related through L = (−γ1−1) h2
 2m0, F = −1
 3L
 and σ = L18
 2m0
 h2 . In this case it holds G = −2F = 23L, H1 = −3F = L and H2 = 0.
 The consistent Foreman parameters are δ = −2σ = −19L
 2m0
 h2 and π = −3σ = −16L
 2m0
 h2 ,
 implicitly assuming H2 = 0. For these conditions it further holds A = −γ1 h2
 2m0, and
 B = C2 = 0.
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 Summary The zinc blende 8×8 k ·p Hamiltonian can be parametrized by the following10 quantities,
 • the band gap energy Egap at the Γ point,
 • the spin-orbit split-off energy Δso (Δ2, Δ3, crystal field splitting Δ1),
 • the optical momentum matrix element EP (EP1, EP2),
 • the energy of the average of the three valence band edges Ev,av,
 • the conduction band mass at the Γ point me (me,‖, me,⊥),
 • the Luttinger parameters γ1, γ2, γ3, κ (A1, A2, A3, A4, A5, A6, A7),
 • the inversion asymmetry parameter B (B1, B2, B3),
 where the 19 wurtzite parameters are given in parenthesis if different from the zincblende ones. To account for strain effects 4 additional parameters are required for zincblende, and 7 for wurtzite (see Ref. [Hac02] for details),
 • the hydrostatic conduction band deformation potential aΓc (aΓc,‖, aΓc,⊥),
 • the valence band deformation potentials av,av, b, d (d1, d2, d3, d4, d5, d6).
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 3.2. Spurious solutions
 The numerical discretization of the single-band and k·p Schrodinger equations have beendiscussed in detail in Refs. [Hac02, And04]. Everybody that numerically implements ak·p Hamiltonian will sooner or later encounter ‘spurious solutions’. These are unphysicalwave functions that look strange, e.g. if they oscillate very strongly or if they have spikesat material interfaces. Occasionally, their energies are even lying within the forbiddenband gap. These solutions might arise from incorrect operator ordering (i.e. incorrectdiscretization) or from the used k · p parameters. A detailed discussion on spurioussolutions can be found in Ref. [And04]. Veprek et al. [VSW07] related the spurioussolution problem to the loss of ellipticity of the differential operator. They derived acriteria that must be fulfilled by the k · p parameters to establish ellipticity. For allmaterials used in a calculation, nextnano3 automatically outputs this information sothat one can check if this criteria is fulfilled. Foreman [For97] suggested to get rid ofspurious solutions by setting S = 0 (eq. (3.62)). This requires a rescaling of the EP
 parameter
 EP =
 (m0
 m∗c
 )Egap (Egap +Δso)
 Egap +23Δso
 , (3.158)
 in order to still get the correct conduction band dispersion. Now EP is fitted to theelectron mass, rather than having S as the fitting parameter. Essentially this impliesthat remote-band contributions cancel the free-electron term. An alternative is to setS = 1 which corresponds to entirely neglecting remote bands. This is the default imple-mentation of the nextnano++ software. The appropriate equation for EP then reads
 EP =
 (m0
 m∗c
 − 1
 )Egap (Egap +Δso)
 Egap +23Δso
 . (3.159)
 To be consistent, the modified DKK (eq. (3.101), eq. (3.103), eq. (3.105)) or the mod-ified Luttinger parameters (eq. (3.118), eq. (3.119), eq. (3.120), eq. (3.121)) have to berecalculated using the new value of EP. Analogous equations for the wurtzite case canbe obtained from eq. (3.63) and eq. (3.64).
 According to Andlauer [And04], for (L′ + 1)S < 0 no oscillatory spurious solutionsexist. He discussed spurious solutions for one-dimensional structures in Ref. [And09].Here we give the details of a simple two-dimensional example so that anyone interestedin spurious solutions can reproduce these results. We have verified that nextnano3,nextnano++ and the nextnano.net software produce the same spurious results for thisexample. A quadratic InAs quantum wire of dimensions 5 nm × 5 nm is surrounded bya GaAs barrier of 10 nm thickness. The k · p parameters (without rescaling) for InAsare γ1 = 20.0, γ2 = 8.5, γ3 = 9.2, mc = 0.026m0, Δso = 0.39 eV, Egap = 0.417 eV,EP = 28.8 eV and the ones for GaAs are γ1 = 6.98, γ2 = 2.06, γ3 = 2.93, mc = 0.067m0,Δso = 0.341 eV, Egap = 1.519 eV, EP = 21.5 eV. The actual parameters that wereused have been rescaled so that S = 1 (eq. (3.159)) following the suggestions describedabove. For the valence band offset between InAs and GaAs we took EVBO
 v,av = 0.044 eV.This is the offset with respect to the average energy of all three hole band edges. The
 57

Page 36
						
						

Chapter 3. Multi-band k · p envelope function approximation
 Figure 3.2.: Probability density ψ21(x, y) of the ground state of a square InAs nanowire.
 Also shown are horizontal and vertical slices through the center.
 Figure 3.3.: Probability density ψ22(x, y) of the first excited state of a square InAs
 nanowire. This spurious solution shows a very pronounced oscillatory be-havior. The black squares indicate zero probability density.
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 dimension N of the 8× 8 k ·p Hamiltonian matrix is N = 6728 corresponding to a totalof 29× 29 grid points with a grid spacing of 1.0 nm in each direction. Figure 3.2 showsthe probability density ψ2
 1(x, y) of the ground state of this square InAs nanowire. Whilethe 2D plot looks kind of okay, the horizontal and vertical slices through the centerreveal some kinks in the density which should not be there. The energies of the groundstate at E1 = 0.138 eV (twofold degenerate) and of the excited state at E2 = 0.220 eV(fourfold degenerate) are within a reasonable range. Figure 3.3 shows the probabilitydensity ψ2
 2(x, y) of the first excited state of this square InAs nanowire. This spurioussolution is oscillating very strongly which can easily be seen. The black squares in the2D plot indicate zero probability density.
 It is very challenging to develop a self-consistent k · p Schrodinger–Poisson–currentsolver that will detect automatically spurious solutions if the eigenenergies are withina reasonable range (i.e. not within the band gap) and if relevant states that contributeto the density (e.g. the ground state in our example) show a ‘reasonable’ probabilitydensity, especially if the band edge profile is complicated due to alloy profiles, dopingprofiles, strain or piezoelectric fields. Rather than having a convenient ‘black-box tool’,the user must always check if the wave functions are reasonable. There are also situationspossible where the probability density looks perfectly okay but the wave function itself isspurious [TES]. In this case one is probably not able to recognize the spurious solutionby looking at the density, band edge profile or energy levels. However, quantities thatdepend on the correctness of the wave functions, like matrix elements or calculatedoptical absorption spectra will likely show strange results. It is challenging to detectthis. Recent progress on the topic of spurious solutions has been made by Eißfeller andVogl. They developed a spurious-solution-free real-space multi-band envelope functionapproach that they termed ‘symmetry adapted finite element method’ [EV11].
 3.3. Energy levels in unipolar devices based on intersubbandtransitions
 Figure 3.4 shows a comparison between the widely used single-band effective-mass modeland the more sophisticated 8-band k · p model for the electron eigenstates of a single(a), double (b) and triple quantum well (c). The geometry, material parameters anddoping profiles of these structures are based on Ref. [SCF94] with the exception of thek ·p parameters which are taken from Ref. [VMRM01] including bowing terms. The QWmaterial consists of In0.53Ga0.47As and the barrier material of Al0.48In0.52As. Their alloycontents have been chosen so that both materials are lattice-matched to the underlyingInP substrate. Thus we can safely neglect strain in this example. The structures areweakly doped, so band bending is hardly recognizable. The band profiles have beenobtained by a self-consistent single-band Schrodinger–Poisson calculation and were usedas the potential profiles for the subsequent k · p calculation. One can clearly see thatfor the ground state, the single-band approximation is acceptable. However, the single-band model overestimates intersubband transition energies because for the states furtherabove the conduction band edge, the assumption of parabolic dispersion becomes inac-
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 Figure 3.4.: Lowest electron eigenstates of a single (a), double (b) and triple quantumwell (c) calculated with an 8-band k · p model (thick black lines). The thingray lines show the eigenstates obtained with a single-band effective massmodel. Only for the ground state, these two models are in good agreementbut differ significantly for the higher-lying states. In all three cases, theground state is lying below the Fermi level EF = 0 eV and thus dominatesthe charge density. The calculated transition energies are indicated.
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 curate. Consequently, for unipolar devices that are based on intersubband transitionslike quantum cascade lasers (QCL) or quantum well infrared photodetectors (QWIP), amodel that takes into account the nonparabolicity of the effective mass is mandatory toget correct energies for the higher-lying states. Our calculated energies for intersubbandtransitions are in good agreement with the experimental measurements and theoreticalcalculations of Ref. [SCF94]. For the triple quantum well, our values for the intersub-band transition energies of E12 = 118meV, E13 = 261meV and E14 = 370meV comparewell with both, the calculated values of Sirtori et al. (116meV, 257meV and 368meV)and their measured values (compare with absorption curve in Fig. 5 of Ref. [SCF94]).For the double quantum well our results are E12 = 150meV and E13 = 267meV (Sir-tori: 150meV and 271meV) and for the single quantum well the transition energy isE12 = 255meV (Sirtori: 258meV). For strained structures where the nonparabolicityand anisotropy of the effective masses can change dramatically, the deviations betweenthe single-band and the k · p model are even more pronounced.A common procedure for estimating the probability of intersubband transitions in
 QCLs or QWIPs between initial state i and final state f , is to evaluate the intersubbanddipole moments Mfi
 |Mfi| =∣∣∣∣∫ψ∗f (x)pxψi(x)dx
 ∣∣∣∣ =∣∣∣∣−ih
 ∫ψ∗f (x)
 d
 dxψi(x)dx
 ∣∣∣∣ , (3.160)
 where the structure is assumed to be grown along the x direction, and ψf and ψi arethe envelope wave functions involved in the transitions of interest. In order to modeland optimize QCL structures, the four main outputs of a single-band Schrodinger solver,typically used in the QCL community, are wave functions, energy levels, intersubbandtransition matrix elements, and LO phonon scattering rates (lifetimes) which are im-plemented in nextnano3. The latter is based on Ref. [FB89] and is described in detailin Ref. [Sca02]. Only recently, more sophisticated approaches based on the nonequilib-rium Green’s function method (NEGF) have been developed [Kub09], that gain muchfurther insight into relevant QCL operation principles, like e.g. the concrete influenceof LO phonon scattering and population inversion. The NEGF approach is sketchedin Ref. [BKV08]. An example of a quantum cascade structure is shown in Fig. 3.5.The SiGe–Si design is based on Ref. [DDG+00]. The valence band edges of the heavyhole and light hole at an electric field of 50 kV/cm are indicated by the black and redthin solid lines. In Si, they are degenerate whereas in SiGe they are nondegeneratedue to strain with respect to a Si substrate. We solved the 6 × 6 k · p Hamiltonianincluding strain. The probability densities of the calculated eigenstates are shifted bytheir energies. Most of the states are shown in thin gray lines. Some of the states ofthe injector and collector regions are shown in color, highlighting the periodicity of thestructure. The calculated electronic transition energy between the upper state (labeledwith HH1, thick black solid line) and the lower state (HH2, thick red solid line) of thevertical transition in the active SiGe QW of width 4 nm is 124.5meV, which matchessurprisingly well to the experimental result of 125meV [DDG+00]. We emphasize thatwe used the default parameters of the nextnano3 database, so there was no fitting ofmaterial parameters to match the experiment. This is indeed remarkable, because a lot
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 of material parameters were involved, namely lattice constants and associated temper-ature dependence constants (T = 50K in this example), DKK parameters, spin-orbitsplitting energies, elastic constants, and valence band deformation potentials of Si andGe, as well as the valence band offset between Si and Ge. Additionally, in the quantumwells, the respective linearly interpolated material parameters for the Si0.68Ge0.32 andSi0.79Ge0.21 alloys were involved.
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 Figure 3.5.: Probability densities, shifted by their eigenenergies, and valence band edges(black and red thin solid lines) of a strained SiGe–Si quantum cascade struc-ture. The vertical transition in the active SiGe QW takes place between theHH1 state (upper state, thick black solid line) and the HH2 state (lowerstate, thick red solid line).
 3.4. Spin-orbit coupling in silicon quantum dots
 It is difficult to compare numerical results of a three-dimensional k · p calculation toanalytical results due to its complexity. Thus one needs simple model systems whereone can compare the results of different numerical implementations against each other.In this example we demonstrate the effect of spin-orbit coupling on the degeneracy ofthe eigenstates of a spherical silicon quantum dot (QD) with a diameter of 5 nm. Wesolve the 6 × 6 k · p Schrodinger equation for the hole eigenstates where we set thespin-orbit coupling energy either to Δso = 44meV or to zero. For simplicity we assume
 62
 3.4. Spin-orbit coupling in silicon quantum dots
 0 10 20 30 40 50 60-0.7
 -0.6
 -0.5
 -0.4
 -0.3
 -0.2
 -0.1
 0.0
 424
 2
 4 222
 2444
 224
 244
 24
 4
 46
 64
 2
 4
 6
 66
 6
 ener
 gy (e
 V)
 eigenstate number
 6
 Δso = 0 eVΔso = 0.044 eV
 Figure 3.6.: Hole energy levels of a spherical silicon quantum dot of diameter 5 nm with(blue squares) and without (red squares) spin-orbit coupling calculated withthe k · p method. The degeneracies of the levels are indicated by numbers.
 infinite barriers at the QD boundaries which is a reasonable approximation as siliconnanocrystals are typically surrounded by a SiO2 shell with a large valence band offsetaround 5 eV. The valence band edge energy inside the QD has been set to be 0 eV. TheDKK parameters that have been used are
 L = −6.8h2
 2m0, M = −4.43
 h2
 2m0, N = −8.61
 h2
 2m0, (3.161)
 that correspond to the Luttinger parameters γ1 = 4.22, γ2 = 0.39 and γ3 = 1.44. Theyrepresent the anisotropy of the hole dispersion in silicon which is rather strong.Figure 3.6 shows the energy spectrum of the spherical Si QD with (red squares) and
 without (blue squares) spin-orbit splitting. Without splitting there is a sixfold degen-eracy of the ground state. Spin-orbit splitting reduces this degeneracy to fourfold. Ingeneral, each state is twofold degenerate due to spin. Additional geometric degeneraciesarise due to the spherical symmetry of the QD. According to Burdov [Bur02] one can cal-culate the ground state energy for this particular system from the L and M parameterswith a high degree of accuracy using
 E1 = − h2
 2mh
 π2
 R2(3.162)
 mh =3m0
 (2m0
 h2 L+ 1) + 2(2m0
 h2 M + 1)=
 3m02m0
 h2 (L+ 2M) + 3, (3.163)
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 Figure 3.7.: Hole energy levels of a spherical silicon quantum dot (‘artificial atom’) ofdiameter 5 nm for heavy (black squares), light (red squares) and split-offholes (blue squares) calculated with the single-band Schrodinger equation.The degeneracies of the levels are indicated by the standard atomic orbitalnotation known from the electron configuration of atoms.
 where R is the radius of the sphere and mh = −0.237m0 is the isotropic hole massfor our choice of parameters with the minus sign for the hole mass indicating that thedispersion in the bulk material is bent downwards. The calculated value for the groundstate energy E1 = −0.254 eV is close to our numerical value of −0.237 eV using the 6×6k ·p method. Burdov writes down eq. (3.163) without the free electron term ‘+1’ whichis overall consistent within their article but their parameters [Bur02] are unfortunatelyincorrect. The parameters given in eq. (3.161) which are derived from the Luttingerparameters of Lawaetz [Law71] are the correct ones whereas the parameters termed L andM in Burdov’s article are actually the LLK and MLK parameters (eq. (3.33), eq. (3.34)).
 Thus they have to be corrected by ‘+1’, i.e. LLK = −5.8 h2
 2m0and MLK = −4.43 h2
 2m0
 would have been the correct values to be consistent within their article (see also thediscussion on the different and thus confusing definitions of the L and M parametersin Section 3.1). Consequently, their calculated hole mass of mh = −0.19m0 has to becorrected by our value of mh = −0.237m0.
 For comparison, the results of the single-band calculations with isotropic heavy, lightand split-off hole masses are shown in Fig. 3.7 for the same quantum dot. Here, eachstate is twofold degenerate due to spin but only one of these two energy levels is shown.The numbering of the horizontal axis, however, is taking spin into account. Figure 3.6shows the lowest 60 eigenvalues. This numbering corresponds roughly to the first 20
 64
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 eigenvalues for each hole species in Fig. 3.7. The degeneracies of the levels are indicatedby the standard atomic orbital notation known from the electron configuration of atoms(1s, 2p, 3d, 2s, 4f , ...). From that labeling it becomes clear why quantum dots aretermed ‘artificial atoms’. In contrast to real atoms, their energy levels can be tuned tomatch technologically relevant energy regimes, while showing qualitatively similar energyspectra as atoms, at least for spherical dots. Self-organized quantum dots, however, aremainly showing an energy spectrum similar to a two-dimensional harmonic oscillator astheir confinement potential in the plane perpendicular to the growth direction can oftenbe approximated by a parabolic confinement (see also the discussion in Subsection 2.3.1).The fivefold degeneracy of the d levels and the sevenfold degeneracy of the f level isnot reproduced well because the ideal shape of the spherical QD is approximated by aQD discretized on a rectangular grid having cubic symmetry. Obviously, the numericalsingle-band results are very poor in comparison to the k · p results with the exceptionof the ground state energy E1 = −0.265 eV.
 We have verified that both the nextnano3 and the nextnano++ software lead to thesame k ·p eigenvalue spectrum (not shown). For both, we used a cuboidal shaped quan-tum region although nextnano3 is capable of using arbitrarily shaped quantum regions,e.g. a spherical quantum region which is numerically more efficient as less quantum gridpoints are needed. If m grid points can be excluded from the quantum region due toan optimal choice of quantum region shape, the dimension N of the 6 × 6 k · p matrixreduces to N − 6m.
 For this particular spherical geometry, the eigenvalues are highly degenerate, not onlydue to spin but also due to geometry. This sometimes causes problems for certain eigen-value solvers as they might miss some of these degenerate eigenvalues. For instance,our implementation of the Arnoldi method that uses Chebyshev polynomials as precon-ditioner [TZA+06] missed some degenerate eigenvalues. For this reason it is of greatadvantage if any numerical software has redundancy in terms of several eigensolvers,where one can choose from, in order to check results for consistency and accuracy, aswell as performance. The ARPACK eigenvalue solver [LSY98] took around 6 minutesfor 60 eigenvectors where the dimension of the matrix was N = 55566 corresponding to21× 21× 21 = 9261 grid points with a grid resolution of 0.25 nm in each direction.
 3.5. Type-III broken-gap band alignment – HgTe–CdTequantum well
 HgTe is an interesting material for studies of the intrinsic spin Hall effect [BRN+10] andthe quantum spin hall effect [BHZ06], or spin splitting effects in general due to its largeRashba-type spin-orbit splitting. HgTe is a zero-gap semiconductor that can be embed-ded between CdTe layers to form a HgTe–CdTe quantum well (QW) heterostructurewhich shows an interesting type-III band alignment where the valence band edge in theHgTe QW lies above its conduction band edge. Due to this band alignment it is notpossible to apply a single-band Hamiltonian. Thus a k · p or tight-binding approach isrequired. Large HgTe quantum wells have an inverted band structure where the highest
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 Figure 3.8.: Probability density of the lowest electron (e1) and highest hole (h1) eigen-states of a 6.5 nm HgTe quantum well calculated with the k · p method. Inthe k · p method, the eigenstates correspond to envelope functions. Theconduction (black solid line) and valence band edges (red solid line) form atype-III band alignment.
 hole state (h1) lies above the lowest electron state (e1). For smaller quantum well widths,the quantum confinement increases and below a critical well width, the band structurebecomes normal again with the electron state above the hole state. Figure 3.8 shows thesquare of the calculated k · p wave functions of e1 and h1 at the crossover well width at6.5 nm. Increasing the well width shifts the e1 state below the h1 state. This is shown inFig. 3.9 where the probability density of the relevant states have been calculated withthe empirical tight-binding method for a 7.8 nm HgTe quantum well. One can nicely seethat in the tight-binding method the envelope of the probability density corresponds tok ·p envelope functions. For the sp3d5s∗ tight-binding [JSBB98] calculations, we used avalence band offset of 0.4 eV. For the k · p calculations, we took exactly the same ma-terial parameters as in Ref. [NPJJ+05], including their valence band offset of 0.570 eV.In both cases, we neglected strain effects for simplicity.Figure 3.10 shows the energies of the electron and hole states in a HgTe–CdTe quantum
 well as a function of HgTe QW width calculated with the 8 × 8 k · p method. Thecrossover of normal to inverted band structure occurs around 6.5 nm and correspondsto the situation in Fig. 3.8. The dashed lines indicate the energetic positions of theconduction and valence band edges of the HgTe QW. Our results for the crossover widthare in good agreement to the calculations of Novik et al. [NPJJ+05], and also close totight-binding calculations [CST].I have implemented Peter Vogl’s TIGHTEN superlattice code into the nextnano3
 software package, so that it is now more convenient to perform systematic comparisonsbetween the k · p and the tight-binding method for quantum wells.
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 Figure 3.9.: Probability density of the lowest electron (e1) and highest hole (h1) eigen-states of a 7.8 nm HgTe quantum well calculated with the empirical tight-binding method.
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 Figure 3.10.: Calculated energies of the electron and hole states in a HgTe–CdTe quan-tum well as a function of HgTe QW width (8 × 8 k · p). The crossover ofnormal to inverted band structure occurs around 6.5 nm and correspondsto the situation in Fig. 3.8. The dashed lines indicate the conduction andvalence band edges of the HgTe QW.
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 3.6. Type-II broken-gap band alignment – InAs–GaSbsuperlattice
 Type-II broken gap heterostructures have the unusual property that in one material thelowest conduction band edge energy lies below the highest valence band edge energy ofthe material next to it. Consequently, they cannot be modeled by a single-band model,similar as the type-III structures of the previous section. There will be a strong couplingof the electron and hole wave functions, in some cases even a very strong wave functionhybridization, making it eventually impossible to distinguish between electron and holestates if the lowest ‘conduction’ band state lies below the highest ‘valence’ band state[GYFE95, ZYC01, AV09]. In this section, we calculate the energy dispersion of an InAs–GaSb superlattice along the in-plane directions k‖ and along the superlattice directionkSL by two different methods, the 8 × 8 k · p and the sp3d5s∗ [JSBB98] tight-bindingmethod. Such structures are relevant for infrared detectors or to study semimetal–semiconductor phase transitions. Remarkably, for certain layer widths the in-plane sub-band dispersion becomes linear, indicating vanishing effective masses [AV09]. In sucha situation, the band structure of the InAs–GaSb superlattice is similar to the bandstructure around the Dirac point in graphene (see Section 9.1), where a two-dimensionalgas of massless Dirac fermions is formed. It is interesting to notice that such propertiescan also be achieved by growing InAs–GaSb superlattices. However, such topics are notpart of our study here.
 First, we examine the bulk band structure of InAs along the [110] and [100] directionsin k space at zero temperature. We compare our 8 × 8 k · p model to the single-band effective mass dispersions and to the more sophisticated sp3d5s∗ tight-bindingmodel which allows one to calculate the bulk band structure in the whole Brillouin zoneaccurately also for higher-lying conduction bands, e.g. the ones with minima at the Xpoints in the Brillouin zone. The latter is also possible for a k · p model where morethan eight bands are included [RAF04]. Figure 3.11 shows the results. The parabolicmodel (dotted lines) is reasonable only for small k vectors around the Γ point. We usedeffective masses of me = 0.023m0, mhh = 0.41m0, mlh = 0.026m0 and mhh = 0.14m0 forthe electron, heavy hole, light hole and split-off hole, respectively. The energies for theband gap Egap = 0.417 eV and for the split-off energy Δso = 0.38 eV, which are obtainedfrom experiment, are the same in all models and are indicated by the arrows. For theparabolic and the k ·p model, these values are input parameters while the tight-bindingparameters are fitted to yield these values. InAs is a material where the band gap andthe split-off energy are of similar energy. This is typically not the case for the group IV ormost other III-V materials. Along the [100] direction the energies are twofold degeneratein all models. Due to symmetry arguments, also along the [111] directions the energiesare twofold spin degenerate (not shown). However, this spin degeneracy is lifted alongthe [110] direction for both the k ·p (black solid lines) and the tight-binding model (reddashed lines). For both, intersubband transitions in InAs quantum wells and densitycalculations, where the carriers are located mainly around the Gamma point, only smallk values are relevant. For small k values, the k · p energy dispersion is reasonably close
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 Figure 3.11.: Energy dispersion of bulk InAs along the [110] and [100] directions in kspace calculated with the parabolic model (dotted lines), the 8×8 k·pmodel(black solid lines) and with the sp3d5s∗ tight-binding parameterization (reddashed lines) at T = 0K. Along the [100] direction the energies are twofolddegenerate while this spin degeneracy is lifted along the [110] direction forboth the k · p and the tight-binding model.
 to the tight-binding dispersion for both directions, also in terms of spin-splitting. Inthis calculation, the k · p inversion asymmetry parameter B (eq. (3.67)) was taken to
 be nonzero (B = 3.60 h2
 2m0[Car03]). If it were zero, which is the typical assumption in
 practically all k · p calculations, a spin-splitting along the [110] direction would not beobtained. We conclude that the k · p model is sufficiently accurate as a description ofthe realistic band structure. Of course, the tight-binding approach is also a model butit has been fitted to energies and masses through the entire Brillouin zone, so one canassume that it is a very reasonable model.
 We now examine the bulk band structure of biaxially, tensilely strained InAs withrespect to a GaSb substrate. The biaxial strain ε‖ = 0.0062 (eq. (1.10)) is with respectto the (x, y) plane (which we call in-plane) and the strain ε⊥ = −0.0067 (eq. (C.6)) is withrespect to the z direction (which we call out-of-plane direction). Figure 3.12 shows theenergy dispersion of biaxially, tensilely strained InAs along the [110] and [100] directions(in-plane directions) in k space calculated with the parabolic model (dotted lines), the8× 8 k ·p model (black solid lines) and with the sp3d5s∗ tight-binding parameterization(red dashed lines) at T = 0K. Along the [100] direction the energies are still twofolddegenerate for the k · p model, while this spin degeneracy is now lifted for the tight-binding model. The single-band results have the same masses as for unstrained InAsbut the band edges are shifted in the same way as for the k · p model. The energies ofthese band edges can easily be obtained by diagonalizing the bulk k · p Hamiltonian,
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 Figure 3.12.: Energy dispersion of biaxially, tensilely strained InAs along the [110] and[100] directions (in-plane directions) calculated with the parabolic model(dotted lines), the 8×8 k ·p model (black solid lines) and with the sp3d5s∗
 tight-binding parameterization (red dashed lines) at T = 0K. Along the[100] direction the energies are still twofold degenerate for the k · p modelwhile this spin degeneracy is lifted for the tight-binding model.
 that includes the deformation potentials and strain [Hac02], at k = 0 . Alternatively,for growth along any direction, analytical equations can be used instead to obtain theshifted and split band edges due to strain for the single-band model [VdW89, PGBD+11].The common zero point of energy for all three models has been set to the highest holeenergy level. The band gap has decreased to Egap = 0.359 eV because the unit cellhas increased, corresponding to a positive hydrostatic strain of εhydro = 0.0057. (If theunit cell increases due to increasing temperature, the band gap also gets smaller.) Thedegeneracy of the heavy and light hole band edges at the Γ point is now lifted and theyare separated by 0.049 eV.
 Figure 3.13 shows the same as Fig. 3.12 but along the [001] (out-of-plane) and [100](in-plane) directions. Along both directions the energies are twofold degenerate for thek · p model, while this spin degeneracy is lifted for the tight-binding model. Along the[001] (out-of-plane) direction the dispersion is now very different. The heavy and lighthole dispersions cross along the out-of-plane direction. Now the highest hole band is‘light’ along the out-of-plane direction, and ‘heavy’ along the in-plane directions. Thefirst excited hole state is however ‘heavy’ along the out-of-plane direction, and ‘light’along the in-plane directions. Both, the k · p and the tight-binding model show verysimilar results although the dispersion is now rather complicated. This gives furtherconfidence into our k · p model.
 I have implemented Peter Vogl’s TIGHTEN bulk code into the nextnano3 softwarepackage. Therefore, it is now possible to calculate with only one input file the k · p and
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 Figure 3.13.: Energy dispersion along the [001] (out-of-plane) and [100] (in-plane) direc-tions for the same situation as in Fig. 3.12. Along the [001] (out-of-plane)direction the dispersion is now very different. Both, the k · p (black solidlines) and the tight-binding model (red dashed lines) show very similarresults although the dispersion is now rather complicated.
 the tight-binding bulk band structure for unstrained or biaxially strained zinc blendematerials, and also for ternary alloys, making it very convenient to perform systematiccomparisons between the bulk k · p and the tight-binding method.
 Now we turn to the InAs–GaSb heterostructure. Our structure consists of a 3.7 nm (24atomic layers) GaSb and a 6.7 nm (44 atomic layers) InAs region. Similar structures havebeen investigated theoretically with the k · p method by e.g. Grein et al. [GYFE95] orZakharova et al. [ZYC01]. Periodic boundary conditions are used to mimic a superlatticewith a periodic length of L = 10.4 nm corresponding to kSL,max = π/L = 0.30 nm−1.Strain has been included assuming that the GaSb layer is unstrained and that the InAslayer is biaxially strained with respect to a GaSb substrate with ε‖ = 0.0062 and ε⊥ =−0.0067, i.e. InAs is tensilely strained. In order to avoid spurious solutions, the k · pmaterial parameters were rescaled according to eq. (3.159) so that S = 1 (see Section 3.2).These rescaled parameters were also used in the previous figures for the band structureof bulk InAs. The grid spacing resolution was 0.1 nm in the k · p calculation. Thetight-binding calculations have been performed with the same method as in the previoussection. For both the bulk k · p and the tight-binding calculation, the conduction andthe three valence band edge energies at k = 0 are identical. This holds for strained InAs(Fig. 3.12, Fig. 3.13) and for GaSb. However, it cannot be avoided that slight deviationsin the bulk dispersion occur for nonzero k vectors due to the different methods employed,in particular if strain is present. Consequently, it is expected that for heterostructurecalculations, the k · p and tight-binding calculations deviate even more.
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 Figure 3.14.: Energy dispersion of a strained InAs–GaSb superlattice along the in-planedirections in k space, k100
 ‖ and k110‖ , and along the superlattice growth
 direction kSL calculated with the k · p method. For small k‖ vectors the
 dispersion is practically isotropic.
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 Figure 3.15.: Same as Fig. 3.14 but now showing the results of the tight-binding cal-culations. The dispersion along k‖ is split by strain and shows a slight
 anisotropy.
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 Figure 3.14 shows the energy dispersion of the strained InAs–GaSb superlattice alongthe in-plane directions in k space, k100
 ‖ and k110‖ , and along the superlattice growth di-
 rection kSL calculated with the 8× 8 k · p method. For small k‖ vectors the dispersionis practically isotropic. The highest hole state h1 does not have any curvature alongthe superlattice direction kSL. The reason is that the ground state hole wave functionis strongly confined in the individual GaSb layers (not shown) and does not couple toneighboring GaSb layers. All other states couple to neighboring layers and thus formminibands (see Section 2.2). The corresponding tight-binding results are shown for com-parison in Fig. 3.15. Now the dispersion along k‖ is split by strain and shows a slightanisotropy. The spin-splitting is due to the fact that zinc blende materials do not haveinversion symmetry. This is called bulk inversion asymmetry (BIA). Furthermore, theinterfaces do not have a common atom, such as the As anion in AlAs–GaAs heterostruc-tures. The latter can have a mirror plane if the number of arsenic layers is odd. Thusfor our tight-binding calculations, no mirror plane is present. This is called structuralinversion asymmetry (SIA). Consequently, both BIA and SIA were involved. The B pa-rameter that is related to the missing inversion symmetry in zinc blende materials wasassumed to be zero in the k·p calculations of Fig. 3.14. Structural asymmetry due to theatomic arrangement of the interfaces cannot be taken into account by the k ·p method.However, spin-splitting due to structural asymmetry introduced by e.g. an electric fieldor by a heterostructure that does not have an inversion center, is automatically takeninto account by the k · p method. Within the k · p model, our superlattice structurehas a mirror plane, i.e. our structure is symmetric, therefore spin-splitting cannot beobtained here because SIA is absent, and BIA was ignored. Both the tight-binding andthe k · p calculations show qualitatively very similar results, apart from the crossingof the second and third holes states along the superlattice direction. Also the energylevels look very similar. There are rare cases in the literature where the B parameterwas actually set to a nonzero value. Typically it is said that it can be neglected or thatthe parameter is not known. Cartoixa [Car03] lists values for a few III-V materials. In
 Fig. 3.16 we used his values of B = 13.1 h2
 2m0(GaSb) and B = 3.60 h2
 2m0(InAs). The
 isotropic dispersion for small k‖ vectors, that we had for B = 0, is now slightly lifted.Also the twofold spin-degeneracy along the k‖ directions is no longer present. The orderof magnitude of the spin-splitting is comparable to the tight-binding results. Finally,we show the energy dispersion of a strained InAs–GaSb superlattice along the in-planedirections k100
 ‖ and k110‖ calculated with the k·p method, where the inversion asymmetry
 parameter B is zero (black solid lines), and where it is nonzero (red dotted lines) to high-light the differences. In the latter case the twofold spin degeneracy of the energy levelsfor nonzero k‖ is lifted due to the bulk inversion asymmetry parameter B as discussedabove. Therefore the results are closer to the tight-binding calculations. We concludethat it is important to use a nonzero value for the inversion asymmetry parameter B inorder to get more realistic results. Further examples on superlattice dispersions usingthe single-band model were discussed in Section 2.2.
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 Figure 3.16.: Energy dispersion of a strained InAs–GaSb superlattice along the in-planedirections in k space, k100
 ‖ and k110‖ , and along the superlattice growth
 direction kSL calculated with the k · p method, where the inversion asym-metry parameter B has a nonzero value. The isotropic dispersion for smallk‖ vectors is now slightly lifted. Also the twofold spin-degeneracy along k‖is no longer present.
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 Figure 3.17.: Energy dispersion of a strained InAs–GaSb superlattice along the in-planedirections k100
 ‖ and k110‖ calculated with the k · p method, where the in-
 version asymmetry parameter B is zero (black solid lines) and where it isnonzero (red dotted lines). In the latter case, the twofold spin degener-acy of the energy levels for nonzero k‖ is lifted due to the bulk inversion
 asymmetry parameter B.
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 4. Ballistic quantum transport using thecontact block reduction (CBR) method– An introduction
 This chapter is based on the work of Sabathil [Sab04] and Mamaluy et al. [MSV03]on the contact block reduction (CBR) method. I have summarized this method andpresented it in an elaborate form in Ref. [BSG+09] providing several intuitive examples.This work is presented in this chapter.
 The CBR method is a variant of the nonequilibrium Green’s function formalism, wherethe local density of states is occupied using an equilibrium distribution of the carriers.It can be used to describe quantum transport in the ballistic limit very efficiently. Here,I review a numerical implementation of a charge self-consistent version of the CBRalgorithm. I show in detail how to calculate the electronic properties of open quantumsystems such as the transmission function, the local density of states and the carrierdensity. Several 1D, 2D and 3D examples are provided to illustrate the key points. TheCBR method is a very powerful tool to tackle the challenge of calculating transport inthe ballistic limit for 3D devices of arbitrary shape and with an arbitrary number ofcontacts.
 4.1. Introduction
 Since electronic devices have been shrinking steadily to nanometer dimensions, quantumtransport is increasingly becoming a topic of interest not only to physicists but also to theelectrical engineering community [Dat05]. The nonequilibrium Green’s function (NEGF)formalism (e.g. Ref. [KYV+09]) provides a rigorous framework for the development ofquantum device models. Here, we describe one of its implementations – the contactblock reduction (CBR) method [MSV03]. It can be used to describe quantum transportin the ballistic limit very efficiently. Our aim in this article is to make the Green’sfunction formalism in the limit of ballistic quantum transport accessible to a more generalaudience. Thus, a detailed description of the underlying algorithm is given and numericalexamples are provided as concrete illustrations. As it is very important to performcharge self-consistent calculations, we also give details on how to solve the nonlinearsystem of coupled Schrodinger and Poisson equations. Interested readers should be ableto reproduce these results by setting up their own computer program.
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Chapter 4. Ballistic quantum transport using the CBR method
 4.2. Ballistic quantum transport
 A conductor shows nonohmic behavior if its dimensions are smaller than certain char-acteristic lengths: The mean free path and the phase-relaxation length of the elec-tron [Dat95]. If the length of a conductor becomes shorter than the mean free path,the conductance approaches a limiting value. This classical ballistic limit has still noth-ing to do with quantum mechanics. Quantum mechanics does not become importantuntil the dimensions of the conductor are smaller than the phase-relaxation length andinterference-related effects come into play. In present day high-mobility semiconductorheterostructures such as modulation doped GaAs–AlGaAs heterojunctions or quantumwells, mean free paths and phase-relaxation lengths of several μm are relatively easy toobtain at low temperatures. Thus ballistic quantum transport plays an important rolein many mesoscopic transport experiments.The theoretical approach that has proven to be most useful in describing mesoscopic
 transport was introduced by Landauer [Lan88, Lan92] in 1988. A generalization tomultiterminal devices in magnetic fields was proposed by Buttiker [But86, But88] andis generally referred to as the Landauer–Buttiker (LB) formalism. It is equivalent tothe nonequilibrium Green’s function formalism in the limit of no inelastic or elasticscattering. The essential idea behind the LB formalism is that the current through aballistic conductor is determined by the probabilities of the electrons to be transmittedor reflected. The contacts of the conductor are assumed to be large electron reservoirsin equilibrium, so that each contact can be described by its own Fermi distribution witha chemical potential μ. The difference between the chemical potentials in the contacts isequal to the externally applied bias voltage. By the Landauer–Buttiker formula, theserelations are expressed as follows
 Iλλ′ =gse
 h
 ∫Tλλ′ (E) [f (E, μλ)− f (E, μλ′)] dE, (4.1)
 where Iλλ′ is the current between contact λ and contact λ′, Tλλ′ (E) is the correspondingenergy dependent transmission function between these contacts, μλ and μλ′ are thechemical potentials in these contacts, E is the energy, h is Planck’s constant, e is thepositive elementary charge, and gs = 2 is the spin degeneracy of the electrons.
 f (E, μλ) =1
 1 + exp [(E − μλ) / (kBT )](4.2)
 is the equilibrium Fermi–Dirac distribution function inside contact λ, kB is Boltzmann’sconstant and T is the temperature. Thus the Landauer–Buttiker formalism reduces theproblem of calculating the ballistic current in a mesoscopic device to the determination ofthe transmission probabilities of an open device connected to reservoirs. We emphasizethat eq. (4.1) has been simplified here. It generally involves an integration over allquantum numbers that characterize the lead states [DCVP94]. We suppressed theirmomentum dependence (which is, however, included in the calculations as describedfurther below) to keep things as simple as possible and assume conservation of spin,energy E and parallel momentum. We also assume a parabolic dispersion of the bands
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 so that the integration over the parallel momentum can be simplified. Several numericalmethods have been developed to determine the transmission coefficient for quantumdevices via the scattering matrix, e.g. the transfer matrix method [Kan69, SC83], thequantum transmitting boundary method [LK90], the R-matrix method [Smr90] and therecursive Green’s function method [FG97, LKBJ97]. In this article, we will describe indetail how to obtain the transmission function Tλλ′ (E) by means of the contact blockreduction (CBR) method, where the transmission is calculated from the retarded singleparticle Green’s function. In passing, we note that the transmission function not onlydetermines the electrical current. Also heat currents can be calculated with a Landauerformula similar to eq. (4.1) [KDL09]. Thus optimizing the thermoelectric coefficientsin devices by quantum-engineering the transmission function is an interesting topic inthermoelectrics research.
 4.3. The contact block reduction (CBR) method – An overview
 The CBR method is a very efficient Green’s function technique which has been developedby Mamaluy et al. [MSV03]. It can be used to calculate the electronic properties of openquantum systems such as the transmission function, the local density of states, and thecarrier density in the ballistic limit for 1D, 2D and 3D devices of arbitrary shape andwith an arbitrary number of contacts. We start with a device that is discretized in realspace on NT total grid points. It can be characterized by a corresponding Hamiltonianmatrix H0 of size NT. The device has no contacts and is thus termed a closed system.It has sharp resonant energies (eigenvalues of H0) and the electrons are described bywave functions (eigenfunctions of H0). We now add contacts to the device and dividethe total number of grid points into NC contact grid points and ND interior device gridpoints (NC+ND = NT). Connecting the device to contacts leads to a broadening of theresonant energies: The discrete energy spectrum transforms into a continuous densityof states. This is described by the broadening matrix Γ(E). It depends on energy Eand has the same size as H0. It can directly be calculated from the self-energy Σ(E).This self-energy matrix is added to the Hamiltonian to account for the new boundaryconditions due to the contacts (see Subsection 4.4.3 for details). It is non-Hermitian,thus leading to complex eigenvalues. In fact, the imaginary part of the eigenvalues is theorigin of the broadening of the density of states and introduces a finite lifetime to theeigenstates. Consequently, the device wave functions leak out into the contacts (opendevice). As Σ also depends on energy, it is more convenient to look at the device fromanother point of view. Rather than asking for the eigenenergies of the system, it is moreappropriate to ask: How does the open device respond to incident electrons that have acertain energy E? In the ballistic case, all observables of interest can be obtained fromthe retarded Green’s function GR of the open device. It is defined as
 GR(E) =(E1−H0 −Σ
 )−1, (4.3)
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Chapter 4. Ballistic quantum transport using the CBR method
 where 1 is the identity matrix. It can be expressed in terms of the retarded Green’sfunction G0 of the closed device via the Dyson equation
 GR = A−1G0 =(1−G0Σ
 )−1G0 (4.4)
 G0(E) =(E1−H0 + i0+
 )−1=∑n
 |ψn〉 〈ψn|E − En + i0+
 . (4.5)
 The last expression (spectral representation) shows how to write the retarded Green’sfunction G0 in terms of the eigenenergies and wave functions of the closed device Hamil-tonian (see Subsection 4.4.1). |ψn〉 〈ψn| is the dyadic product where 〈ψn| is a row vectorand |ψn〉 is a column vector (bra–ket or Dirac notation), each of size NT. In a numericalimplementation of this equation, the infinitesimally small positive imaginary number i0+
 can be ignored if one ensures that E �= En. Additionally, if the wave functions ψn arereal, the retarded Green’s function of the closed device is real. Thus it is identical tothe advanced Green’s function of the closed device. (The conjugate transpose (†) of theretarded Green’s function is called the advanced Green’s function GA
 C = GR†C .) We call
 G0 just the Green’s function of the closed device and omit i0+ and the term retarded inthe following for simplicity.
 Once the self-energy matrix has been calculated (see Subsection 4.4.3), the evaluationof the retarded Green’s function GR of the open device requires – in general – theinversion of a large matrix A whose size is proportional to the number NT of total gridpoints of the device. Even in two spatial dimensions, this can be a quite demandingtask.
 The essence of the contact block reduction method consists in the decomposition ofthe retarded Green’s function into blocks such that the transmission function of the opendevice can be calculated by inverting only small matrices: The retarded Green’s functioncan be ‘reduced to the contact block’ GR
 C. The contact block (labeled with subscriptC) consists of all lead grid points that are in contact with the device. This numberis orders of magnitude smaller than the number of device grid points. This explainsthe astonishing efficiency of this approach and makes it possible to address quantumtransport in 3D devices. The CBR method has been applied to calculate the transportin 3D structures, like quantum dots [SBMV03], quantum interference devices such asa quantum logic gate [SMV04] or nano-FinFETs [VMK+08]. The latter requires us toinclude the Poisson equation in order to guarantee charge self-consistency (self-consistentCBR [MVS+05], see Section 4.8). The CBR method has been extended to describesystems of two interacting particles for the study of two-qubit devices [ZVB07]. It hasalso been extended to more sophisticated band structure models, like the k · p methodin order to describe hole transport in quantum wires [MVS+05] and to tight-bindingmethods [RK08]. It has been integrated into the nextnano3 software package [BZA+07]which is available online [www]1.
 1Online resource: A demo that includes a Windows executable and the input files of theCBR examples presented in the figures of this chapter can be downloaded from this link:http://www.nextnano.de/customer/downloadCBR.php
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 4.4. The CBR method for one-dimensional devices
 In this article we describe in detail how to calculate the transmission function T (E)and the local density of states ρ(x, E) from the Green’s function matrix GR of the opensystem
 GR =
 (GR
 C GRCD
 GRDC GR
 D
 ). (4.6)
 This matrix has been subdivided into four blocks, a submatrix within the contact block(C) and another one within the interior of the device (D). The other two correlate thecontact grid points to the device grid points (CD and DC). To obtain the transmissionfunction, it is only necessary to evaluate the upper left part – the contact block
 GRC = A−1
 C G0C. (4.7)
 For calculating the local density of states, additionally the lower left part
 GRDC = G0
 DCB−1C (4.8)
 has to be evaluated. Thus for each energy E of interest, the two matrices
 AC = 1C −G0CΣC (4.9)
 andBC = 1C −ΣCG
 0C (4.10)
 have to be inverted where 1C is the identity matrix of dimension NC. The dimensionof these matrices is very small and is determined by the number NC of grid pointsthat connect the device to the contacts. For one-dimensional devices NC = 2, so bothmatrices are of size 2× 2. In the ballistic case, the self-energy matrix Σ is nonzero onlyat the contact grid pints and can thus be reduced to ΣC. This is the reason why onlysmall parts of the Green’s functions have to be evaluated. The transmission functiondetermines the current through the device, and from the local density of states, thecharge density can be derived. This is all one needs to describe quantum transport inarbitrary devices within the ballistic limit, i.e. for situations where scattering can beignored.
 4.4. The CBR method for one-dimensional devices
 In this section we describe the contact block reduction (CBR) method for simple one-dimensional devices where the device geometry is assumed to be translationally invariantin the (x, y) plane. Current transport is assumed to be along the z direction. We choosethe 1D case in order to highlight the main points of the CBR method, avoiding thereforeto include the additional, more complicated features coming into play when one dealswith two-dimensional and three-dimensional devices described in Section 4.5. We try toavoid reproducing the equations and the arguments of the original CBR papers [MSV03,MVS+05] and adopt the more straightforward approach to focus specifically on theaspects with respect to a numerical implementation.
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Chapter 4. Ballistic quantum transport using the CBR method
 In a one-dimensional device one can only have two leads (i.e. contacts) in total (L = 2).These leads are located at the leftmost and rightmost boundary points of the device andeach lead λ contains exactly one grid point (Nλ = 1) that connects the lead to the device,i.e. the total number of (relevant) lead grid points is thus equal to NC =
 ∑Lλ=1Nλ =
 2. This simplifies the CBR method substantially because the dimension of the CBRcontact matrices is exactly equal to NC = 2. This means that for the calculation ofthe transmission coefficient T (E) (see eq. (4.1)), for each energy E only a small squarematrix of size NC = 2 has to be inverted. A further simplification is that each lead hasonly one mode. In a 2D or 3D simulation, each lead consists of several lead grid pointsconnected to the device (Nλ > 1). The number of lead grid points corresponds to thenumber of lead modes (see Section 4.5), i.e. each lead has Nλ modes. In a 1D simulation,the CBR algorithm is then implemented as follows:
 4.4.1. Energy levels and wave functions of the device Hamiltonian (closedsystem)
 First, we calculate the energy levels and the wave functions of the device Hamiltonianwithout taking the leads into account. This Hamiltonian H0 is then identical to theHamiltonian of the closed system. We use a standard approach to solve the Schrodingerequation, namely the envelope function approximation assuming a parabolic dispersion(single-band effective mass equation).The Schrodinger equation for a semiconductor structure grown along the z direction
 and homogeneous along the x and y directions reads
 H0k‖Ψn
 (z,k‖
 )= En
 (k‖)Ψn
 (z,k‖
 ). (4.11)
 The wave function Ψn
 (z,k‖
 )can by factorized into a solution ψn
 (z,k‖
 )along the z
 direction, and a plane wave eik‖·x in the (x, y) plane
 Ψn
 (z,k‖
 )= ψn
 (z,k‖
 )eik‖·x. (4.12)
 In the following we ignore the dependence of ψn
 (z,k‖
 )on the parallel momentum k‖.
 Then the envelope functions ψn (z) of the nT quantized states are obtained as the solu-tions of the one-dimensional Schrodinger equation (n = 1, ..., nT where nT = NT):
 H0ψn(z) = Enψn(z) (4.13)[− h
 2
 2
 ∂
 ∂z
 (1
 m⊥(z)∂
 ∂z
 )+ V (z)
 ]ψn(z) = Enψn(z) (4.14)
 m⊥ (z) is the effective mass tensor component along the z direction, h is Planck’s con-stant divided by 2π, V (z) = Ec (z) = Ec,0 (z)− eφ (z) is the spatially varying potentialenergy (conduction band edge profile), Ec,0 (z) represents the conduction band edgeprofile of the particular band of interest including band offsets at material interfacesand φ (z) is the electrostatic potential which is obtained from solving Poisson’s equation(see Subsection 4.8.1). It includes the external bias potential and the internal potentialresulting from mobile charge carriers and ionized impurities.
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 We discretize this equation with a finite differences method on a uniform grid usingNeumann boundary conditions at the left and right device boundaries. At these pointsthe device is in contact to the leads, once they are added to form the open system.It has been found that Neumann boundary conditions at the contact grid points aremuch better suited for the CBR method than Dirichlet boundary conditions [MSV03].The discretized sparse, square and Hermitian (in most cases even real and symmetric)Hamiltonian matrix of size equal to the number of total device grid points NT has to bediagonalized numerically to yield the eigenvalues and eigenvectors.The eigenenergies En correspond to the energies of the electron along the z direction.
 The total energy of the electron includes the parallel momentum of the electron due tok‖ = (kx, ky)
 En
 (k‖)= En +
 h2
 2m‖k2‖, (4.15)
 wherem‖ derives from the mass tensor components in the (x, y) plane. For more detailedinformation on how to solve eq. (4.14) numerically, we refer to e.g. Ref. [TSCH90].The one-dimensional envelope functions ψn are usually normalized to 1∫
 ψ∗n(z)ψn(z) dz =
 NT∑i=1
 ψ∗n,iψn,iΔi = 1, (4.16)
 where ψn,i is the amplitude of the wave function at grid point i, and Δi the correspondinggrid spacing along the z direction. If the latter has units of [nm], then the wave functionsψn have units of
 [nm−1/2
 ]. In principle, the wave functions could have been calculated
 using a nonuniform grid spacing. However, in the following sections we assume that thegrid spacing Δi is homogeneous for all grid points. This allows us to renormalize thewave functions so that they become dimensionless. This is achieved by dividing ψn bythe norm 1/
 √Δ. Then the normalization reads
 NT∑i=1
 ψ∗n,iψn,i = 1. (4.17)
 Incomplete set of eigenstates We want to emphasize that the actual number nα ofeigenvalues and wave functions needed to get meaningful results within the CBR methodcan be much smaller than the total number nT of eigenfunctions of the Hamiltonianmatrix. The energy Enα of the highest eigenvector taken into account is the cutoffenergy. It should be significantly above the energy interval of interest in order to getreliable results (see Fig. 4.4 and Fig. 4.6). For a 2D and 3D simulation, using suchan incomplete set of eigenstates will drastically improve the computational performanceas only nα eigenstates have to be calculated (nα ≈ 10% of nT). This fact makes itattractive to use fast, iterative solvers [LSY98] for calculating only a small number ofeigenstates of these sparse matrices. In 1D, where it is not a computational challenge tocalculate all eigenvalues of the spectrum, exact solvers [LAP] might be preferable thateither return all or only the requested number of eigenvalues (or eigenvalues within thespecified energy interval of interest).
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Chapter 4. Ballistic quantum transport using the CBR method
 4.4.2. Projection of device eigenfunctions onto lead modes
 This part is very easy for a one-dimensional simulation where for each of the two leadsonly one lead mode exists. One simply has to store – for each eigenvalue n – the valuesof the wave functions ψn,i at the leftmost grid point (i = 1) and at the rightmost gridpoint (i = NT)
 Lead 1 : χλ=1n = ψn,1 (left boundary) (4.18)
 Lead 2 : χλ=2n = ψn,NT
 (right boundary). (4.19)
 For each eigenvalue n these projected eigenvector amplitudes χλn are stored in a vector
 of size NC = 2
 χn =
 (χλ=1n
 χλ=2n
 ). (4.20)
 4.4.3. Setup energy interval and calculate properties for each energy Ei
 We are interested in the transmission coefficient T12 (E) from lead λ = 1 (left contact)to lead λ = 2 (right contact) for all energy values E in the energy interval of interest(Emin < E < Emax). To do this, we divide this energy interval into NE energy gridpoints and calculate for each the transmission coefficient T12 (Ei) from lead 1 to lead
 2 for the energy value Ei = Emin + (i− 1)ΔE where ΔE = (Emax−Emin)NE−1 is the energy
 grid spacing and i = [1, ..., NE ]. For each energy Ei the following matrices have to becalculated:
 • self-energy matrix ΣC(Ei)
 • broadening matrix ΓC(Ei)
 • Green’s function G0C(Ei) of the closed device
 • retarded Green’s function GRC(Ei) of the open device
 For the latter, a square matrix of dimension NC has to be inverted (for each energyEi). The subscript C (contact) indicates that all quantities are reduced contact blockmatrices of size NC, i.e. relatively small matrices that have to be evaluated only atthe boundary points where the device overlaps with the contact grid points. In a 1Dsimulation, NC = 2, so that only 2×2 matrices occur. The energy Ei corresponds to theenergy Ez of the electron along the z direction because in 1D the transmission coefficientis a function of the energy Ez only: T (Ei) = T (Ez). The energy due to the parallelmomentum of the electron does not have to be considered for calculating T . However,one should keep in mind that the total energy of the electron is given by
 Etotal = Ez +h2
 2m‖k2‖, (4.21)
 which becomes relevant when calculating the density and the current.
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 Self-energy matrix ΣC
 ΣC is the contact self-energy matrix which represents the coupling of the device tothe leads. The self-energy matrix in a real space representation is nonzero only at theboundary points of the device which are in contact with the leads. In a mode spacerepresentation (see Subsection 4.5.2) the self-energy matrix Σ is a diagonal matrix. In1D the contact self-energy matrixΣC has only two nonzero entries on the diagonal (Σλ=1
 and Σλ=2)
 ΣC =
 (Σ1 00 Σ2
 ). (4.22)
 We assume that each lead is represented by a semi-infinite one-dimensional wire describedby a one-band effective mass Hamiltonian. The potential energy Eλ
 c of this contactHamiltonian is equal to the conduction band edge energy of the corresponding gridpoint at the left or right device boundary. Then the contact self-energy Σλ for lead λ isgiven by [Dat05]
 Σλ = −t exp(ikλΔ
 ), (4.23)
 where t is the kinetic coupling matrix element (also called constant intersite couplingelement). It is defined as
 t =h2
 2m
 1
 Δ2, (4.24)
 where m is the effective electron mass of the contact, and Δ is the grid spacing of thecontact grid point along the propagation direction z. The wave vector kλ(Ei) of lead λhas to be calculated for each energy Ei from the lead dispersion E(kλ). The dispersionof a discrete lattice is given by
 E(kλ) = Eλ + 2t(1− cos
 (kλΔ
 )), (4.25)
 where we assume the lead to be discretized with the same grid spacing Δ. Thus thecorresponding wave vector kλ is obtained as follows
 kλ(Ei) =1
 Δarccos
 (Ei − Eλ
 2t− 1
 ). (4.26)
 arccos(x) is the inverse function of the trigonometric cos(x) function which must beexpressed using the complex logarithm
 arccos(x) = −i ln(x+ i
 √1− x2
 )(4.27)
 in order to allow for complex k vectors. For real wave vectors, the self-energy Σλ corre-sponds to a traveling plane wave (eq. (4.23)) with a particular energy. The response ofthe open system to an incident electron wave tells us if this electron wave will be reflectedor transmitted. Complex wave vectors, on the other hand, give rise to exponentially ris-ing (unphysical) or decaying waves. Here, we only consider the decaying evanescentwaves. In 1D, the conduction band edge energy Eλ
 c at the corresponding lead λ has to
 83

Page 49
						
						

Chapter 4. Ballistic quantum transport using the CBR method
 be taken for the energy Eλ. In general, the relation for the wave numbers k will differ ateach contact. In 1D, there is only one mode for each lead, so only one k vector for eachlead has to be calculated (for each energy). Consequently, the contact self-energy Σλ is ascalar for each lead but in general it is a matrix whose size is determined by the numberof contact grid points of this lead (or lead modes taken into account, respectively). Inthis work, the concept of self-energy only describes the coupling of the device to theleads. However, this concept is far more general and can be used to describe all kindsof interactions, e.g. scattering processes that can be included in more advanced NEGFalgorithms [KYV+09].
 Broadening matrix ΓC
 The broadening matrix ΓC is the anti-Hermitian part of ΣC and corresponds to thebroadened density of states in the device. It has units of energy and is given by
 ΓC = i(ΣC−Σ†
 C
 ). (4.28)
 The eigenstates of the closed system Hamiltonian correspond to sharp energy levels, andthus they have an infinite lifetime: An electron in one of these states will stay thereforever. In contrast, the broadening matrix ΓC describes the leakage of the eigenstatesinto the contacts. Consequently, this will lead to a finite lifetime of the electronic statesin the device.
 Green’s function G0C of the closed device
 The reduced contact block matrix G0C (Ei) can be written in terms of the projected wave
 functions χn of the decoupled device Hamiltonian H0 at the contact grid points
 G0C (Ei) =
 nα∑n=1
 |ψn,C〉 〈ψn,C|Ei − En
 =
 nα∑n=1
 χnχTn
 Ei − En. (4.29)
 Here we use the spectral representation in terms of the wave function amplitudes ψn,C
 of the closed device Hamiltonian at the contacts to calculate the Green’s function G0C.
 χnχTn is the dyadic product where χn is a column vector and χT
 n its transpose, i.e. a rowvector, each of size NC containing the projection of the wave function amplitude onto thetwo lead grid points (see Subsection 4.4.2). In 1D this dyadic product leads to a squarematrix of dimension NC = 2. Only for the exact solution, one has to take into accountall nT eigenstates (nα = nT). For 2D and 3D simulations, nα is typically chosen to bemuch smaller (≈ 10% of all eigenstates), making use of an incomplete set of eigenstates.To guarantee an optimal use of the CBR method, the value of nα should be chosen assmall as possible to minimize computational effort. However, one has to ensure that itis still large enough in order to get meaningful results for the energy interval of interest(see Subsection 4.4.1).The matrix G0
 C can further be understood by decomposing it into submatrices
 G0C =
 (G0
 λλ G0λλ′
 G0λ′λ G0
 λ′λ′
 )=
 (G0
 11 G012
 G021 G0
 22
 ). (4.30)
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 The submatrix G0λλ′ couples lead λ to lead λ′. In 1D this submatrix is a scalar because
 χλn is a scalar
 G0λλ′ (Ei) =
 nα∑n=1
 |ψλn,C〉〈ψλ′
 n,C|Ei − En
 =
 nα∑n=1
 χλnχ
 λ′n
 Ei − En. (4.31)
 Retarded Green’s function GRC of the open device
 In order to calculate the transmission coefficient, we first have to evaluate the retardedGreen’s function GR
 C within the contact region from the Dyson equation
 GRC = A−1
 C G0C (4.32)
 AC = 1C −G0CΣC, (4.33)
 where 1C is the identity matrix and G0CΣC is a simple matrix multiplication. GR
 C is asmall submatrix of size 2× 2 of the open device’s retarded Green’s function GR withinthe contact regions (see eq. (4.6)). GR has the size of the total number of grid pointsNT and is thus a very large matrix for 2D and 3D devices. The direct evaluation of theretarded Green’s function requires the inversion of a large matrix of dimension NT whichis practically impossible for a 3D device, and can be quite demanding even in two spatialdimensions. The essence of the CBR method consists in realizing that for the calculationof the transmission function, only the small part GR
 C is needed. The determination ofthis small submatrix from G0 and Σ actually requires only the inversion of a matrixthat is proportional to the number of grid points NC that connect the device with theleads.The inversion of the matrix AC to obtain A−1
 C is the central part of the CBR algo-rithm because in a 2D or 3D simulation, most of the CPU time is consumed here. Theinversion can be performed by a standard inversion routine from a numerical library(e.g. LAPACK routine ZGESV [LAP] which is also available from precompiled librariesthat make efficient use of multicore processor architectures). For a matrix of dimensionNC, this usually requires of the order of (NC)
 2.8 to (NC)3 operations. Luckily, NC is
 generally very small because the number of contact grid points is much smaller than thenumber of device grid points.
 Transmission coefficient
 Finally, we calculate for each energy the transmission coefficient Tλλ′ (Ei) from the broad-ening matrix ΓC and the retarded Green’s function GR
 C within the contact region
 Tλλ′ (Ei) = Tr(ΓλCG
 RCΓ
 λ′CGR†
 C
 )(λ �= λ′), (4.34)
 where † indicates the conjugate transpose. The three matrix multiplications only haveto be performed for the relevant elements that contribute to the trace of the squarematrix of dimension NC. The elements of the small matrix GR
 C completely determinethe transmission function from lead λ = 1 to lead λ′ = 2. Γλ
 C is the broadening matrix
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 Figure 4.1.: Calculated transmission coefficient T (E) as a function of energy for a dou-ble barrier structure with varying barrier widths of 2 nm, 4 nm and 10 nm(barrier height 100meV, barrier separation 10 nm). At 25meV there is apeak where the double barrier becomes transparent, i.e. T (E) = 1. This isexactly the energy that matches the resonant state in the well. The insetshows the conduction band edge profile and the probability density of thisquasibound resonant state for the case of 10 nm barrier widths.
 for lead λ defined analogously to eq. (4.28). It is nonzero only at the contact pointsof the relevant lead. In the basis we employ here, it is a diagonal matrix. In fact, fora 1D simulation only one element of this matrix is nonzero and the calculation of thetransmission coefficient involves the multiplication of four scalars, two of them are due tothe nonzero entries of the broadening matrices of the leads, and the other two originatefrom the off-diagonal elements of the reduced matrix GR
 C.
 4.4.4. Transmission function of a double barrier structure (1D example)
 As a simple intuitive example we present in Fig. 4.1 the calculated transmission coeffi-cient T (E) as a function of energy for a double barrier structure with varying barrierwidths of 2 nm, 4 nm and 10 nm (barrier height 100meV, barrier separation 10 nm, ef-fective mass m = 0.067m0, grid spacing 0.5 nm, device length 50 nm). At 25meV thereis a peak where the double barrier becomes transparent, i.e. T (E) = 1. This is exactlythe energy that matches the resonant state in the well. The inset shows the conductionband edge profile and the probability density of this quasibound resonant state for thecase of 10 nm barrier widths where the resonant state hardly couples to the two leads.In the opposite case of strong coupling of this resonant state to the leads (2 nm barrierwidths), the local density of states (LDOS) ρ(z, E) around this resonant state broadens,
 86
 4.4. The CBR method for one-dimensional devices
 Figure 4.2.: Calculated local density of states ρ(z, E) for a double barrier structure (bar-rier widths 2 nm, barrier height 100meV, barrier separation 10 nm). Theconduction band edge profile is indicated by the thick solid line. The res-onant state inside the double barrier is very broad with respect to energybecause it couples strongly to the leads at the left and right boundaries.This is in contrast to the situation for the 10 nm barriers (not shown) wheredue to the large barrier widths the resonant state is quasibound, i.e. with avery sharp and high density of states at the resonance energy because of thevery weak coupling to the contacts. Red (blue) color indicates high (low)density of states.
 leading to a broadening of the peaks in the transmission coefficient. This is shown inFig. 4.2 where the LDOS is plotted as a function of position and energy for the 2 nmcase. The red (blue) color indicates high (low) density of states. This is in contrast tothe situation for the 10 nm barriers (not shown) where due to the large barrier widthsthe resonant state is quasibound, i.e. with a very sharp and high density of states at theresonance energy because of the very weak coupling to the contacts. If the energy gridis not fine enough, very sharp resonances can be missed in a numerical calculation. Thisis the reason why we used an energy grid spacing of 0.5meV. However, this grid spacingis still not fine enough to get perfect transmission (T = 1) for the first peak of the 10 nmbarrier structure. Only if the energy grid point exactly matches the resonance energy,the peak would be well resolved. As it is very instructive to investigate the local densityof states in different parts of the device, we will show in Section 4.6 how to calculate itwith the CBR method.The calculated density of states (DOS) for the 2 nm, 4 nm and 10 nm double barrier
 structures is shown in Fig. 4.3. The DOS corresponds to the LDOS integrated overposition. The first peak in the DOS for the 10 nm barrier structure differs substantiallyfrom the other two structures because it is extremely sharp and high. It is actually muchhigher than the figure suggests because its maximum is not included on this scale. Thesecond peak in the DOS at 87meV due to the second confined well state is only visiblefor the 10 nm structure. This is consistent to the transmission coefficient (see Fig. 4.1)
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Chapter 4. Ballistic quantum transport using the CBR method
 Figure 4.3.: Calculated density of states D(E) for the double barrier structures. Thefirst peak in the DOS for the 10 nm barrier structure differs substantiallyfrom the other two structures because it is extremely sharp and high. Thesecond peak in the DOS at 87meV due to the second confined well state isonly visible for the 10 nm structure. This is consistent to the transmissioncoefficient (see Fig. 4.1) which shows a sharp maximum only for the 10 nmstructure at this energy.
 which shows a sharp maximum only for the 10 nm structure at this energy.
 Figure 4.4 shows the calculated transmission coefficient T (E) of the 2 nm double bar-rier structure highlighting the CBR feature of using an incomplete set of eigenstates(10%, 40% and 100% of the eigenstates of the closed device Hamiltonian). Even if only10% of the eigenstates are used, the first resonance can nicely be reproduced. The cutoffenergy in this case is at 180meV which explains the sudden drop in T (E) for energiesexceeding this value. Using 40% of the eigenstates, the main features in the energyinterval of interest can be reproduced very well because only the low-energy part of theretarded Green’s function is relevant for the transmission function near the band edge.
 In Fig. 4.1, Fig. 4.2, Fig. 4.3 and Fig. 4.4, the energy E actually refers to the energyEz of the electron along the z direction.
 4.5. The CBR method for two- and three-dimensional devices
 This section has the same structure as the one for one-dimensional devices. We only men-tion the differences with respect to the 1D devices. The most important aspect is, thatnow we have to deal with lead modes. For 2D devices the contacts are one-dimensionallines with one-dimensional eigenfunctions. An example is shown in Fig. 4.7 that is furtherdiscussed in Subsection 4.5.4. For 3D devices the contacts are two-dimensional surfaces
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 4.5. The CBR method for two- and three-dimensional devices
 Figure 4.4.: Calculated transmission coefficient T (E) of a double barrier structure (bar-rier widths of 2 nm) showing the CBR feature of using an incomplete setof eigenstates (10%, 40% and 100% of the eigenstates of the closed deviceHamiltonian). Even if only 10% of the eigenstates are used, the first reso-nance can nicely be reproduced. The cutoff energy in this case is at 180meVwhich explains the sudden drop in T (E) for energies exceeding this value.Using 40% of the eigenstates, the main features in the energy interval ofinterest can be reproduced very well.
 leading to two-dimensional lead eigenfunctions (Subsection 4.5.5). To obtain these leadeigenfunctions χλ
 m a corresponding one- or two-dimensional Schrodinger equation hasto be solved for each lead. The 1D Schrodinger equation is identical to eq. (4.13), andthe normalization of the wave functions has to be done consistently to the device wavefunctions (eq. (4.16), eq. (4.17)). The dimension of the contact Hamiltonian matrix isgiven by the number Nλ of contact grid points connecting this lead to the device. Thetotal number of modes mλ of this lead is then also equal to Nλ.
 4.5.1. Energy levels and wave functions of the device Hamiltonian (closedsystem)
 For 2D and 3D devices, the corresponding two-dimensional and three-dimensional Schro-dinger equations are solved for the closed system. At the device boundary grid pointswhere the device is in contact to the leads, Neumann boundary conditions are employedalong the propagation direction, i.e. perpendicular to the lead line (2D device) or leadsurface (3D device). For all other device boundary grid points that are not connectedto leads, Dirichlet boundary conditions are taken. Usually, only a small number nα ofthe total number nT of eigenvectors has to be calculated.
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Chapter 4. Ballistic quantum transport using the CBR method
 4.5.2. Projection of device eigenfunctions onto lead modes
 In general, the vector χn of eq. (4.20) has now the following structure
 χn =
 ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
 χλ=1n,m=1
 ...χλ=1n,m=m1
 ...χλ=Ln,m=1
 ...χλ=Ln,m=mL
 ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (4.35)
 and takes into account that for each lead λ (λ = 1, ..., L) several lead modes m (m =1, ...,mλ) exist. The components of the vector χn are calculated by projecting the partsof the device eigenvectors ψn,C (real space representation) that are in contact to theleads into the basis of the orthogonal lead eigenfunctions (mode space representation).For each eigenvalue n, the amplitude of the wave function ψλ
 n,i at the contact grid point i
 is projected onto the amplitude of the lead eigenfunction χλm,i of mode m at this contact
 grid point
 χλn,m =
 ∑i
 〈ψλn,i | χλ
 m,i〉. (4.36)
 The sum runs over all contact grid points i of the relevant lead λ.
 Incomplete set of lead modes Within the mode space basis the self-energy matrix ΣC
 is diagonal and can be truncated at the cutoff energy. We want to emphasize that theactual number mλ
 α of lead eigenvalues and lead wave functions needed to get meaningfulresults within the CBR method can be much smaller than the total number mλ of leadmodes of this lead Hamiltonian matrix. Neglecting nonpropagating high energy modesreduces the size of the contact block matrices that have to be inverted for each energy.The new size is then given by NC,m which is also the size of the vector χn that now onlytakes into account the modes up to mλ
 α for each lead. For an exact solution all modesmλ have to be included. The energy Emλ
 αof the highest lead eigenvector taken into
 account is the cutoff energy for this lead. It should be significantly above the energyinterval of interest in order to get reliable results. This lead mode cutoff energy shouldhave about the same value as for the expansion of G0
 C (see eq. (4.29)). For a 2D and3D simulation, using such an incomplete set of lead modes will significantly improve thecomputational performance. For further details on the transformation into the subspaceof the propagating lead modes for a 2D or 3D device, we refer to Section V. “Mode spacereduction in single-band case” of Ref. [MVS+05].
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 4.5.3. Setup energy interval and calculate properties for each energy Ei
 For a 3D simulation, the energy Ei corresponds to the total electron energy whereas fora 2D simulation Ei = Ex,y with Ex,y being the energy of the electron in the (x, y) plane
 Etotal = Ex,y +h2
 2m‖k2‖. (4.37)
 Here, we assume the device to be translationally invariant along the z direction (k‖ = kz,m‖ = mz).
 Self-energy matrix ΣC
 Within the basis of the orthogonal lead eigenfunctions (mode space representation) theself-energy matrix ΣC is diagonal
 ΣC =
 ⎛⎝ Σλ=1 0 0
 0 ... 00 0 Σλ=L
 ⎞⎠ . (4.38)
 For each lead a small diagonal submatrix Σλ of dimension mλα has to be calculated. Its
 components are the contact self-energies Σmλ for each mode m (m = 1, ...,mλ
 α) of therelevant lead
 Σmλ = −t exp
 (ikλmΔ
 ). (4.39)
 Therefore a wave vector kλm for each lead and for each transverse mode m has to becalculated (for each energy Ei)
 kλm(Ei) =1
 Δarccos
 (Ei − Eλ
 m
 2t− 1
 ). (4.40)
 Obviously, the propagation direction can now be along the x, y or z direction, dependingon the orientation of the lead with respect to the device. Then for the contact boundarygrid point the corresponding mass tensor component and the grid spacing Δ along theappropriate propagation direction has to be taken for t. Eq. (4.40) can be derived fromthe dispersion of a discrete lattice
 E(kλm) = Eλm + 2t
 (1− cos
 (kλmΔ
 )), (4.41)
 where Eλm is the eigenenergy of the mth mode of lead λ.
 4.5.4. Transmission function of a 2D structure with several barriers (2Dexample)
 As a simple 2D illustration we take the same example as presented in Ref. [MSV03]. Thestructure consists of three leads with a Gaussian shaped barrier of height 1.0 eV in themiddle and a double barrier in the upper part of the device with a height of 0.4 eV. The
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Chapter 4. Ballistic quantum transport using the CBR method
 Figure 4.5.: Conduction band profile (barrier of 2D Gaussian shape and a double barrierof height 0.4 eV) of a 2D device that is connected to three leads. Indicatedis the square of the wave function of the 26th eigenstate which is a resonancestate of the device where the transmission coefficient T13(E) between lead 1and lead 3 shows a local maximum at around 0.18 eV (see Fig. 4.6).
 device has a width of 20 nm and is discretized with 41 grid points in each direction leadingto a Hamiltonian matrix of dimension NT = 1681 (grid spacing 0.5 nm). For furtherdetails we refer to the original publication [MSV03]. Figure 4.5 shows the conductionband edge profile and the square of the wave function of the 26th eigenstate which is aresonance state of the device where the transmission coefficient T13(E) between lead 1and lead 3 shows a local maximum at around 0.18 eV (see Fig. 4.6). This correspondsto resonant tunneling in the upper path where the electron tunnels through the doublebarrier. The first peak at 0.11 eV in the calculated transmission coefficient is not dueto a resonance of the double barrier – as one might first be tempted to guess. It isrelated to the electron travelling the lower path around the Gaussian shaped barrier.Such information can be obtained by the visualization of the relevant wave functions orlocal density of states at this energy (not shown). This example demonstrates that evenfor very simple structures, it is vital to have access to calculated quantum mechanicalproperties in order to characterize the peaks correctly.
 Figure 4.6 shows that using an incomplete set of eigenstates of only 7% (118 of 1681) ofthe 2D device Hamiltonian of the closed system is sufficient to calculate the transmissioncoefficient up to energies of 0.4 eV. In 1D devices the transmission function cannot exceedthe value of 1. For 2D and 3D devices the maximum value of the transmission function isobtained if each of the mλ lead modes in one lead transmits perfectly to the other lead.So in our example where the leads 1 and 3 each have 41 modes, the maximum of the
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 Figure 4.6.: Transmission coefficient T13(E) between lead 1 and lead 3 using an incom-plete set of eigenstates of 7% (thin line) and 18% (thick solid line withsquares) of the 2D device Hamiltonian of the closed system for the structurepresented in Fig. 4.5. The first peak at 11meV is a resonance due to elec-trons traveling the path below the Gaussian shaped barrier, the next twopeaks are resonances where the electrons travel the other path where theytunnel through the double barrier.
 transmission can certainly exceed T = 1 but the upper limit is T = 41. Figure 4.7 showsthe calculated lead modes (eigenfunctions of the one-dimensional Schrodinger equation)of lead no. 1 of the same structure. The conduction band edge profile at the contactgrid points (squares) is not constant due to the Gaussian shaped barrier in the center ofthe device that extends to the contacts. Shown are the lowest four eigenenergies (thin,
 constant lines) and their corresponding probability amplitudes∣∣χλ=1
 m
 ⟩2that are shifted
 with their eigenenergies. The lead modes have been calculated by discretizing the 1DSchrodinger equation with a grid spacing of 0.5 nm and 41 grid points, using Dirichletboundary conditions. The lead modes of lead no. 3 are identical because the structureis symmetric.
 4.5.5. Transmission function of a nanowire structure (3D example)
 Here we calculate the transmission of a three-dimensional example. We use a simpleGaAs nanowire of cuboidal shape with a diameter of 10 nm × 10 nm and a length of20 nm (see Fig. 4.8).
 The device consists of two leads. They are represented by two-dimensional planeswith dimensions 10 nm × 10 nm. Each lead has a total of 121 grid points (11 × 11 gridpoints). In each lead a two-dimensional Schrodinger equation has to be solved to obtainthe eigenenergies and wave functions of the lead modes. The device region consists of
 93

Page 54
						
						

Chapter 4. Ballistic quantum transport using the CBR method
 0 5 10 15 200.00
 0.05
 0.10
 0.15
 Ec
 ψ12
 ψ22
 ψ32 ψ4
 2
 E4
 E3E2
 ener
 gy (e
 V)
 position (nm)
 E1
 Figure 4.7.: Calculated lead modes (eigenfunctions of the one-dimensional Schrodingerequation) of lead no. 1 of the same structure as in Fig. 4.5. The conductionband edge profile Ec at the contact grid points (squares) is not constantdue to the Gaussian shaped barrier in the center of the device. Shown arethe lowest four eigenenergies (thin, constant lines) and their correspondingprobability amplitudes that are shifted with their eigenenergies.
 11 × 11 × 21 = 2541 grid points, which is equivalent to a grid spacing of 1.0 nm inall directions. Therefore the device Hamiltonian is a matrix of size 2541 × 2541. Theconduction band edge profile is assumed to be constant and set to Ec = 0 eV. Also, theeffective electron mass is constant throughout the device and equals 0.067m0.
 Figure 4.9 shows the calculated transmission coefficient T (E) between the leads 1 and2 as a function of energy. For the blue line 23.6% (600 of 2541) of all eigenvectors were
 Figure 4.8.: Schematic sketch of the 3D nanowire showing the GaAs region (blue) thatis placed between two contacts (red and green leads).
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 Figure 4.9.: Transmission coefficient T (E) of a GaAs nanowire as a function of energyfor three different percentages of eigenvectors taken into account.
 used whereas for the red line only 15.7% (400 of 2541) had to be calculated. For the blackline only 7.9% (200 of 2541) of all eigenvectors were used. Thus, a small percentage ofeigenvalues suffices for the transmission function in the relevant energy range of interest,i.e. one does not have to calculate all eigenvectors of the device Hamiltonian which grosslyreduces CPU time. Note that the transmission drops significantly once the cutoff energyof the highest eigenvector taken into account is reached.
 The same data as in Fig. 4.9 is shown again in Fig. 4.10 as a zoom into the energyrange 0 eV – 0.5 eV. The colored figures show the wave function amplitude of the lowestenergy lead modes. Once the energy reaches 78meV, the first lead mode energy isreached and then this mode transmits perfectly, giving a transmission of 1. The secondand third lead mode states are degenerate due to the symmetry of the lead cross section,thus they have the same energy (191meV). Consequently, once the energy of 191meVis reached, the transmission increases by 2. The total transmission is now equal to 3 asall lead modes transmit perfectly. The energy of the 4th lead mode is at 305meV. Thedegeneracy of the 5th and 6th mode is accidental. They have the same energy. As onecan clearly see, in this low energy limit, it is sufficient to calculate only a few percent ofall eigenfunctions of the device Hamiltonian. For the leads, i.e. lead Hamiltonians, in allcases 80 of 121 (66.1%) eigenstates have been calculated.
 Figure 4.11 shows the same transmission data as before but this time including thedensity of states. Again, the colors indicate taking into account 200, 400 or 600 eigen-vectors of the decoupled system (closed system). The shape of the density of states isthe typical one of two-dimensional confinement in quantum wires.
 Technically, within the nextnano3 software, for each contact (lead), a quantum clus-
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 Figure 4.10.: Transmission coefficient T (E) of a GaAs nanowire and relevant low energylead modes. The energy of the lead modes is related to the steps in thetransmission curve.
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 Figure 4.11.: Transmission coefficient T (E) of a GaAs nanowire and corresponding den-sity of states showing the typical shape of two-dimensional confinement.
 ter (‘lead quantum cluster’) has to be defined because in each lead a two-dimensionalSchrodinger equation has to be solved which gives us the lead modes (i.e. energies and
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 eigenvectors of the leads). In addition, a quantum cluster is required for the device itself(‘main quantum cluster’). For each quantum cluster, the number of eigenstates to becalculated has to be specified.The CBR algorithm is extremely well suited for parallelization, i.e. the calculation
 of T (E) can be (ideally) parallelized for each energy step E. For each energy E (250energy steps in this example) a matrix of size 160 × 160 has to be inverted. The sizeof 160 is determined by the sum over the number of lead modes taken into account foreach lead. The upper limit would be the number of grid points in each lead that are incontact to the device, i.e. in this example where each lead has 11×11 = 121 grid points,the maximum size of the matrix to be inverted could be 242 = 121+ 121. Here, only 80eigenvalues for each lead were used.I implemented an OpenMP parallelization which is the method of choice for multi-core
 processors. For 200, 400 and 600 eigenvalues the calculations took roughly 20, 25 and 34seconds for the whole simulation including overhead (approx. 5 seconds for processinginput file, generating output files, ...) on a 12-core computer. On a single-core CPU, therespective times were 44, 58 and 77 seconds. The eigenvectors of the device Hamiltonianhave been calculated with the ARPACK eigenvalue solver [LSY98]. We note that in thisexample the time-consuming part was the calculation of the eigenvectors, which itselfis not parallelized2 with the exception of calls to BLAS [BLA] and LAPACK [LAP]routines, and not the implementation of the (ideal) OpenMP-parallelization of the T (E)calculation.As an alternative to OpenMP, I also implemented a Coarray Fortran parallelization
 which allows us to connect several multi-core CPUs over a network using the g95 Fortrancompiler3 which showed similar performance as the OpenMP implementation.
 4.6. Local density of states
 In order to obtain the local density of states (LDOS) for each energy Ei, some additionalsteps are required. In the following the subscript C indicates that the matrices have sizeNC. If an incomplete set of lead modes has been used (see Subsection 4.5.2) all thesematrices are in fact smaller and have only a size of NC,m. However, for better readabilitywe now omit the subscript m and write only C.We need the lower left part GR
 DC of the retarded Green’s function that correlates thedevice and the contacts (see eq. (4.6)). It is obtained from the corresponding Dysonequation
 GRDC = G0
 DCB−1C (4.42)
 BC = 1C −ΣCG0C, (4.43)
 where 1C is the identity matrix and ΣCG0C is a simple matrix multiplication of two small
 matrices that have been calculated already (see Subsection 4.4.3 and Subsection 4.4.3).
 2A parallel version of ARPACK (Parallel ARPACK, PARPACK) [MS96] which is suitable for dis-tributed memory parallel architectures is also available.http://www.caam.rice.edu/˜kristyn/parpack home.html
 3http://www.g95.org
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 The matrices GRDC and G0
 DC are not square matrices. As they correlate the interiordevice grid points with the leads, they have the dimension ND × NC. They are rep-resented within a mixed real space and lead mode space representation. The Green’sfunction G0
 DC of the closed device can be expressed in terms of the following spectralrepresentation
 G0DC =
 nα∑n=1
 |ψn,D〉 〈ψn,C|Ei − En
 , (4.44)
 which reads in mixed real space (index z) and lead mode space (index m)
 G0DC(z,m) =
 nα∑n=1
 〈z|ψn,D〉 〈ψn,C|m〉Ei − En
 (4.45)
 =
 nα∑n=1
 ψn,D χTn
 Ei − En= ΨDM. (4.46)
 In fact, this only involves a matrix multiplication ΨDM where the dimensions of thematrices are
 G0DC : ND ×NC (4.47)
 ΨD : ND × nα (4.48)
 M : nα ×NC. (4.49)
 The matrix ΨD contains in columns 1, ..., nα the wave vectors ψn,D of the eigenstate nof the closed device Hamiltonian
 ΨD =(ψ1 ... ψnα
 ). (4.50)
 The matrix M is defined as
 M =
 ⎛⎝ MT
 1
 ...MT
 nα
 ⎞⎠ , (4.51)
 where we store for each eigenvalue En the following vector
 Mn =1
 Ei − Enχn. (4.52)
 This is actually the same as eq. (4.20) (or eq. (4.35), respectively) apart from the co-efficient 1/(Ei − En). M is of dimension nα × NC where nα ≤ nT is the number ofeigenvalues taken into account, and NC is the dimension of the χn vectors in the modespace representation.The inverted matrix B−1
 C can be obtained using the same implementation of an in-version algorithm analogously to Subsection 4.4.3. The matrix multiplications involv-ing large matrices (eq. (4.42), eq. (4.46)) can be performed efficiently using standardroutines from numerical libraries (e.g. BLAS routines ZGEMM and DGEMM [BLA],respectively).
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 The local density of states ρ(z, E) is the diagonal (divided by 2π) of a more generalconcept called the spectral function A(E) = A (z, z′, E). The local density of states ρλ
 for each lead λ (lead connected local density of states) can easily be calculated at eachgrid point z from the retarded Green’s function GR
 DC(z,m) (in mixed real space andmode space representation) and the broadening matrix Γ
 ρλ(z, Ei) =1
 2πAλ(z, z, Ei) (4.53)
 =1
 2π
 ⟨z∣∣∣GRΓλGR†
 ∣∣∣ z⟩ (4.54)
 =1
 2π
 mλα∑
 m=1
 ∣∣GRDC(z,m)
 ∣∣2 Γλmm. (4.55)
 Γλ is diagonal in the subspace of the propagating lead modes. The sum runs over allmodes m of lead λ. For a 1D simulation, there is only one mode, and thus GR
 DC is aND × 2 matrix and Γλ
 mm is the diagonal of Γλ, i.e. only a vector of length 2 has to bestored. The LDOS must have units of 1/energy 1/length (eV−1nm−1) in a 1D simulation(2D: 1/energy 1/area, 3D: 1/energy 1/volume). As we normalized the wave functions tobe dimensionless (eq. (4.16), eq. (4.17)), the calculated LDOS has to be divided by thegrid spacing Δ for consistency. The total local density of states is simply the sum overthe LDOS of each lead
 ρ(z, Ei) =L∑
 λ=1
 ρλ(z, Ei). (4.56)
 So far we calculated the local density of states only at the interior device grid pointsND. All of the equations in this section apply equally well to the contact grid pointsNC if one replaces the subscript D with the subscript C. In a numerical implementation,one simply has to use in eq. (4.46) the wave vectors ψn,T of the total device
 G0TC(z,m) = ΨTM, (4.57)
 and to replace in eq. (4.42) and eq. (4.55) GRDC by GR
 TC to obtain the local density ofstates ρλ(z, Ei) for both interior and contact grid points simultaneously. The matrix ΨT
 is stored in memory and has been obtained from numerically solving the Schrodingerequation (eq. (4.14)).
 Density of states The density of states (DOS) Dλ(Ei) for each lead can be obtainedby integrating the local density of states ρλ(z, Ei) for each energy Ei over the spatialcoordinate z
 Dλ(Ei) =
 ∫ρλ(z, Ei) dz = Δ
 NT∑z=1
 ρλz (Ei). (4.58)
 Thus the DOS Dλ(Ei) can easily be obtained by adding the components of the vectorthat stores ρλz (Ei) and multiplying this sum by the grid spacing Δ. The total density of
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 states is then simply the sum over the DOS for each lead
 D(Ei) =
 L∑λ=1
 Dλ(Ei). (4.59)
 The DOS is in units 1/energy.
 4.7. Density
 The charge density can be calculated via the density matrix or via the local densityof states [VMK+08]. We recommend to use the local density of states. This is favor-able within a self-consistent scheme, since it allows for the use of a predictor–correctorscheme (see Subsection 4.8.2) to improve the convergence. From the lead connectedlocal density of states ρλ(x, E), the local energy resolved carrier density nλE(x, E) foreach lead λ is obtained by occupying each level with the distribution function f(E, μλ)of the corresponding lead
 nλE(x, E) = gsgvρλ(x, E)fdD (E, μλ) , (4.60)
 where gs = 2 is the spin degeneracy and gv is the valley degeneracy. The latter is relevantwhen treating electrons that are in the X or L valleys, like in AlAs, silicon or germanium.In higher dimensions or if these bands are split due to strain, usually for each valley aseparate Schrodinger equation has to be solved. Depending on the simulation dimension(d = 1, 2, 3) the appropriate Fermi function fdD has to be used which takes into accountthe k‖ vectors that occur in 1D and 2D simulations. For a device that is homogeneousalong the x and y directions (1D simulation) it is given at a particular energy Ez by
 f1D(Ez, μ) =m‖kBT2πh2
 ln(1 + e−(Ez−μ)/kBT
 ), (4.61)
 where m‖ (z) is the effective mass tensor component in the (x, y) plane of the respectivevalley (which generally varies with position z and thus has to be averaged over the spatialcoordinates weighted with the local density of states for each energy). f1D is in units of1/area.The analogous equations for 2D and 3D devices are
 f2D(Ex,y, μ) =
 √m‖kBT2πh2
 F−1/2 ((μ− Ex,y)/kBT ) , (4.62)
 wherem‖(x, y) is the effective mass tensor component along the homogeneous z direction,and F−1/2 is the Fermi–Dirac integral of order −1/2 which can be evaluated efficientlyusing approximation formulas [Ant93]. f2D is in units of 1/length. In 3D the usual Fermifunction is used which is of course dimensionless
 f3D(E, μ) =1
 1 + exp ((E − μ)/kBT ). (4.63)
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 From the lead connected local energy resolved density nλE(x, E), the local carrier densitynλ(x) for each lead λ is obtained by integrating over the energy E
 nλ(x) =
 ∫nλE(x, E) dE. (4.64)
 The total density is the sum over the contributions from all leads
 n(x) =L∑
 λ=1
 nλ(x). (4.65)
 The units are 1/volume in all dimensions.
 In the explanations above we introduced the term energy resolved density. For 1D and2D simulations this energy E = Ez did not take into account the energy due to k‖ �= 0.The total energy of the electron is given by eq. (4.21) for the 1D case and by eq. (4.37) forthe 2D case. It is necessary to include these k‖ contributions into the energy resolveddensity to get meaningful plots. This is done by first evaluating the local density ofstates ρ(z, Etotal) for the total energy, and then occupying the LDOS by the usual Fermifunction (eq. (4.63)). In 1D simulations, information about the system under study canbe obtained by plotting the energy resolved electron density n(x, Etotal) and the energyresolved electron density nλ(x, Etotal) for each lead. These are two-dimensional plotslike the local density of states. The density can be split into two parts, one originatingfrom the left lead, and one from the right lead (see Fig. 4.14). In 2D simulations the plotof the energy resolved electron density or local density of states is a three-dimensionalplot. This makes it difficult to analyze these quantities in 3D simulations where theyare four-dimensional. Thus one can only plot slices through these 4D data.
 4.8. Self-consistent CBR algorithm
 The self-consistent solution of the ballistic transport properties of an open device requiresthe repeated solution of the Schrodinger and Poisson equations due to the coupling viathe potential and the quantum mechanical density. Also, the lead modes are calculatedself-consistently using the potential at the contacts, obtained from the solution of thePoisson equation. In principle, it is possible to simply iterate the solution of thesesequations, and with enough damping this will lead to yield a converged result. Toimprove the convergence of a highly nonlinear set of coupled equations, such as theSchrodinger–Poisson problem, the Newton algorithm is usually the first choice. But sincethe exact Jacobian cannot be derived analytically and a numerical evaluation would betoo costly, the simple adaption of this method is not feasible. For the case of a closedsystem this problem has been solved using a predictor–corrector approach [TGPR97].The aim of this highly efficient method is to find a good approximation for the quantumdensity as a function of the electrostatic potential where an expression for the Jacobianis known. Within this approximation the nonlinear Poisson equation can efficiently besolved using the Newton scheme resulting in a predictor update for the electrostatic
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 potential and the carrier density. If this approximation is close enough to the realquantum density, only very few updates will be necessary to yield a converged solution.This means that for each bias step, the Schrodinger equation has to be solved less thanapproximately 10 times until the potential and the density are sufficiently converged.In the nin–resistor example presented below, the Schrodinger equation had to be solvedonly 2–3 times for each bias step.
 4.8.1. Poisson equation in the CBR method
 The Poisson equation (eq. (1.1)) describes the electrostatics within the device and hasbeen described in Section 1.1. In all CBR calculations in this thesis, we only take intoaccount one conduction band and calculate the electron density n quantum mechanicallyas described in Section 4.7. Here, we only consider fully ionized donors N+
 D (Section 1.2)and neglect all other contributions to the density. For the CBR calculations we discretizethe Poisson equation on a uniform grid. For both equilibrium and nonequilibrium cal-culations, we use Neumann boundary conditions for the Poisson equation which impliesa vanishing electric field at the boundaries (eq. (1.3)). This is the recommendation forballistic devices [Dat05]. An alternative would be to use Dirichlet boundary conditionsfor nonequilibrium simulations [LKBJ97]. Here, one first has to determine the electro-static potential in equilibrium (built-in potential) using zero-field (Neumann) boundaryconditions. The electrostatic potential at the boundaries is then fixed with respect tothe chemical potentials taking into account the previously calculated built-in potentialat the boundaries. For both boundary conditions, the chemical potentials at the con-tacts are fixed and correspond to the applied bias. Further boundary conditions aresummarized in Ref. [LKF04]. These include the concept of a drifted Fermi distributionfunction in the leads that accounts for a net current flow in those leads.
 4.8.2. Predictor–corrector approach
 A fast and robust iterative method for obtaining self-consistent solutions to the coupledsystem of Schrodinger and Poisson equations is very important. Basically, a simpleexpression describing the dependence of the quantum electron density on the electrostaticpotential is required ( ∂ρ∂φ). This expression is then used to implement an iteration scheme,based on a predictor–corrector type approach, for the solution of the coupled system ofdifferential equations. Within the CBR method, a predictor–corrector approach caneasily be applied making use of the previously calculated local density of states bymodifying eq. (4.60) slightly to get the energy resolved density for the predictor potential.This predictor density nλE,p(x, E,Δφ) is then given by
 nλE,p = gsgvρλ(x, E)fdD (E − eΔφ(x), μλ) . (4.66)
 The idea behind this approximation is that to first order the wave functions, and there-fore the local density of states ρλ(x, E), remain unchanged for small deviations in thepotential. Only the eigenenergies are adjusted locally to small changes in the electro-
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 static potential Δφ(x). This is achieved by using E − eΔφ(x) instead of E as the newargument for the Fermi function fdD.
 The charge density used in the Poisson equation is a function of the electrostaticpotential (‘nonlinear’ equation). The nonlinear Poisson equation can be solved veryfast using a predictor density. This density avoids the time-consuming procedure ofsolving the Schrodinger equation many times. Once the new electrostatic potential forthe predictor density has been obtained, the new quantum mechanical density, i.e. thenew local density of states for this potential can be evaluated. This procedure is iterateduntil convergence of both the electrostatic potential and the quantum mechanical chargedensity is achieved.
 The nonlinear Poisson equation itself is solved by a Newton–Raphson method wherethe functional
 F = A · φ+ ρ = 0 (4.67)
 is minimized. Here, A represents the discretized Poisson matrix and ρ is a vector repre-senting the charge density for each grid point. The Newton algorithm finds an electro-static potential vector φj+1 = φj +Δφ such that the magnitude of the residuum vectorF becomes smaller than a certain small threshold of ε. The electrostatic potential φj ofthe jth iteration step is kept fixed within the Newton method. The index j refers to theouter Schrodinger–Poisson iteration and counts how often the Schrodinger equation hasto be solved until convergence is obtained. Once the Newton algorithm has convergedto a correction Δφ, the Schrodinger equation (i.e. the CBR algorithm) is solved for theupdated electrostatic potential φj+1. The new local density of states is then input tothe next iteration of the Newton algorithm.
 For the Newton correction, the Jacobi matrix J is needed. It is simply the Poissonmatrix plus the derivative of the density with respect to the potential
 J =∂F
 ∂φ= A+
 ∂ρ
 ∂φ= A+
 ∂np∂φ
 . (4.68)
 Thus within the CBR method, the derivative of the predictor density np with respect tothe potential is needed. This derivative is available using eq. (4.66) and the derivativeof the Fermi functions fdD with respect to Δφ.
 The iteration approach presented in this section simplifies the numerical implementa-tion of the nonlinear Schrodinger–Poisson problem significantly. In addition, it providesexcellent convergence speed and stability. Further details about it can be found inRef. [VMK+08].
 4.8.3. Self-adapting energy grid
 For the numerical implementation of a self-consistent scheme using a continuous densityof states, the energy grid is of high importance. To integrate the carrier density, wediscretize the local density of states in energy space and then employ a simple numer-ical integration by summing up the values for each energy step weighted by the Fermidistribution and the energy grid spacing ΔE . Since the DOS is a very spiky function
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 with peaks corresponding to highly localized states due to the onset of the conductionband edges at the contacts (1D) or due to the propagating lead mode energies (2D, 3D),it is very important for the convergence of the self-consistent CBR algorithm to havethese features properly resolved. Additional peaks arise from quasibound states, like forinstance in the double barrier structure (10 nm barrier widths) as discussed in Subsec-tion 4.4.4. Usually the main structural features in the DOS are due to the lead modes. Ifquasibound states are the dominant features in the DOS, one could use the informationabout their energy levels (which is available within the CBR method) to optimize theenergy grid. Thus we need an energy grid that is self-adapting to the density of stateswhich varies for each iteration. Otherwise, a well converged self-consistent solution isnot possible unless a lot of energy grid points are used.In 2D simulations of e.g. a double gate MOSFET where the channel acts as a one-
 dimensional wire, the peaks show a 1/√(Ei − Eλ
 m) dependence, where Eλm is the peak
 energy arising due to the onset of the lead modes. In 2D and 3D there are always severalonsets as there are typically many lead modes involved. The peaks in our 1D nin–resistorexample (Fig. 4.15) show also a 1/
 √(Ei − Eλ
 m) dependence, where Eλm = Eλ
 c is the peakenergy arising due to the onset of the conduction band edges at the contacts. In 1Dsimulations there are only two onsets, one for each contact. The integral over the peakis thus very poor when using an energy grid with constant grid spacing (uniform energygrid, see Subsection 4.4.3), since the relative distance between the nearest energy gridpoint Ei and the peak energy Eλ
 m is arbitrary. Additionally, the lead mode energy isslightly shifted with each iteration step, leading to a varying integration error duringthe self-consistent cycle, which is an extreme handicap for any self-consistent algorithm.Thus a solution to this problem is to use the physical information we have about thesystem and employ a self-adapting energy grid that resolves each known (i.e. relevant)peakm with a local energy grid of a few tens of energy grid points that is fixed to the leadmode energy Eλ
 m. Additionally, extra points are distributed in the space between thepeaks to obtain a smooth enough energy grid. An exponential grid type is recommendedsince it provides a good resolution of the 1/
 √E behavior of the peaks. In order to avoid
 singularities the energy grid points are not allowed to match exactly the eigenenergiesof the closed system. For each peak, the first grid point is set slightly below the onsetof the peak and then each grid point i is set with increasing energy grid spacing
 ΔEi = g ΔEi−1 = gi ΔE0 , (4.69)
 starting with the initial grid spacing ΔE0 = 0.1meV, and a grid factor g = 1.2, forinstance. A grid factor of g = 1.0 leads to a locally linear grid which has been found tobe not as efficient as the exponential grid. The parameters that specify the energy gridare the total number of energy grid points, the maximum number of peaks taken intoaccount, the number of energy grid points in the local grid around a peak, and the gridfactor. The minimum value of the energy grid should be slightly below the minimumof the conduction band edges of the contacts, the maximum value should not be higherthan Emax = 0.25t, where t is defined analogously to eq. (4.24).
 Figure 4.15 demonstrates that the peaks in the LDOS and DOS of a simple nin–structure (see Subsection 4.8.5) are well resolved, and that for other regions in the energy
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 interval less grid points are fully sufficient. The energy grid consists of 300 grid pointsincluding the extra points used to resolve the onsets of the two peaks at the conductionband edges of the contacts. Importantly, the integration error is reduced compared tothe uniform grid and remains constant within the iteration, since the grid is locally fixedto the shifting lead mode energies (or conduction band edges in a 1D simulation). Theconvergence behavior of a uniform grid with an order of magnitude more energy gridpoints is very similar for the first iteration steps. The achieved convergence is measuredby a residuum which is a very small number. Compared to the self-adapting grid, theuniform grid reaches a bottom at the residuum, which cannot be reduced further. Thisis due to the fluctuating integration error. In contrast, the self-adapting energy gridguarantees satisfying convergence.
 As the contact block matrices have to be inverted for each energy, the computationaltime depends linearly on the total number of energy grid points. Therefore, a numericalimplementation of an optimized energy grid is very important for an efficient use of theCBR method.
 4.8.4. Extracting the quasi-Fermi level
 For all calculations presented in this paper, the extraction of the quasi-Fermi level wasnot necessary because only one conduction band has been involved. For equilibriumsolutions, we so far assumed that the Fermi level (chemical potential) is constant andfixed to EF = 0 eV, allowing the semiconductor band edges to adjust according to theelectrostatic potential as calculated from the Poisson equation (see Subsection 4.8.1). Fornonequilibrium calculations where the device is under bias, one could extract a spatiallyvarying quasi-Fermi level EF(z) in order to get meaningful (or to avoid artificially wrong)charge densities for all other bands that are not treated quantum mechanically with theCBR method, e.g. hole bands or higher lying electron bands. This might be necessary forthe self-consistent CBR algorithm under high bias conditions, where for each iteration thequasi-Fermi levels have to be obtained self-consistently. The reason is that the equationfor the classical densities needs a reasonable value for the local quasi-Fermi level. Innonequilibrium calculations electrons and holes can be described by different quasi-Fermi levels (EF,n(z), EF,p(z), respectively). The quasi-Fermi level for electrons can beobtained by finding (e.g. using a bisection algorithm) for each grid point z the appropriatelocal quasi-Fermi level EF,n(z) that corresponds to the actual electron density at thisgrid point (and similar for the holes). These Fermi levels would lie in between thechemical potentials of the left and right contact which are kept fixed in a nonequilibriumcalculation. Rather than occupying the lead connected local density of states with thechemical potential of the relevant lead (eq. (4.60)), one would occupy the total localdensity of states (eq. (4.56)) at position z by taking a suitable average (EF,n(z)) of thechemical potentials of all leads.
 Bound states treatment Electronic states that are below the conduction band edgesof the contacts do not get occupied within a ballistic algorithm. All higher lying statescontribute via the local density of states to the quantummechanical density. It is not a re-
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 alistic treatment to ignore the lower lying bound states as they usually get filled throughscattering events. Therefore the density originating from the bound states obviouslycontributes to the electrostatics of the device and should be included into the Poissonequation. An example calculation of a quantum well that is completely empty within aballistic calculation but gets filled once scattering is included has been discussed in detailin Ref. [KTV05]. As the probability densities of the electronic states are available (seeSubsection 4.4.1), one could use this information and occupy the states that are below theconduction band edges of the contacts locally with a self-consistently determined quasi-Fermi level. This is the standard approach usually employed in Schrodinger–Poissonsolvers. Here, however, for energies where the LDOS from the ballistic calculation isavailable, the CBR density is used instead. So the total density has two contributions,one from the bound states and one from the CBR density. Another approach how toinclude bound states is described in Ref. [VMK+08].
 4.8.5. nin–resistor (1D example)
 As a simple example to illustrate the self-consistent CBR method, we choose a nin–structure where quantum confinement effects are not relevant. Hence, the equilibriumsolution can easily be checked against the standard approach for calculating the carrierconcentration in semiconductor devices. This classical density is obtained using Fermi–Dirac integrals and the effective density of states of the conduction (and valence) bands.We emphasize that in Fig. 4.12 and Fig. 4.13 we only used quantum mechanical densitiescalculated with the CBR method (see Section 4.7). In equilibrium, the CBR approachleads to the same conduction band profile and the same carrier densities as the classicalapproach (not shown). The nin–structure consists of GaAs and has a length of 80 nm.The doping profile is symmetric with a donor concentration of N+
 D = 1 · 1018 cm−3
 (fully ionized). The 35 nm wide n–type doped regions at the source and drain sides areseparated by a 10 nm wide intrinsic region in the middle. For comparison, we also studyan asymmetrically doped n+in–structure where the left n–type region has a dopingconcentration of N+
 D = 2 · 1018 cm−3 (0-35 nm) and the right doping region has aconcentration of N+
 D = 1 · 1018 cm−3 (45-80 nm). The temperature is set to 300K. Thedevice is discretized with a grid spacing of 1 nm. A self-adapting energy grid of 300energy grid points is used. For each bias point, it is sufficient to solve the Schrodingerequation only 2–3 times to get well converged results. This shows that this nin–resistoris well suited as a test case to benchmark an efficient implementation of both the self-adapting energy grid, and the predictor–corrector algorithm.
 Figure 4.12 and Fig. 4.13 show the conduction band edge profiles and electron den-sities of the symmetric nin– and asymmetric n+in–structures, respectively, calculatedwith the self-consistent CBR method. The solid lines are equilibrium results and thedotted lines correspond to an applied bias of VSD = −50mV at the right contact. Thechemical potential in equilibrium is equal to μ = 0meV (dashed line). Under bias, thechemical potential of the right contact is increased by 50meV, indicated by the verticalarrows. As a consequence of the zero-field boundary conditions for the Poisson equation,the band edges are flat at the contacts. However, for the symmetric nin–structure the
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 Figure 4.12.: Conduction band edge profiles and electron densities of a symmetric nin–structure calculated with the self-consistent CBR method. Solid lines areequilibrium results, dotted lines correspond to an applied bias of VSD =−50mV at the right contact. The chemical potential in equilibrium isequal to μ = 0meV (dashed line). Under bias, the chemical potential ofthe right contact is increased by 50meV, indicated by the vertical arrow.The doping profile is symmetric (N+
 D = 1 · 1018 cm−3).
 Figure 4.13.: Same as Fig. 4.12 but for the n+in–structure that has an asymmetric dop-ing profile (0-35 nm: N+
 D = 2 · 1018 cm−3, 45-80 nm: N+D = 1 · 1018 cm−3).
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 Figure 4.14.: Individual electron densities due to the left (blue lines) and the right (redlines) contact are shown for the asymmetric n+in–structure. The totaldensity is identical to Fig. 4.13 (black lines). Solid lines are equilibriumresults, dotted lines correspond to the applied bias VSD = −50mV. Thedonor concentration profile N+
 D is also shown. Raising the chemical po-tential at the right contact increases (decreases) the density due to theoccupation of the corresponding local density of states of the right (left)contact.
 difference in the conduction band edges at the left and right contact is smaller than theactual difference in the chemical potentials. The same holds for the asymmetric n+in–structure if one takes the built-in potential (of the equilibrium calculation) into account.The reason for this behavior is as follows (see Section 11.4 “Where is the voltage drop”of Ref. [Dat05]): In ballistic simulations a fraction of the density of states at one contactis always controlled by the contact at the other end. Making the end regions of thedevice longer will not change this situation. This can easily be understood by separatelyvisualizing the electron densities that originate from the left and right contacts. Thisis shown in Fig. 4.14 where the individual electron densities due to the left (blue lines)and the right (red lines) lead are shown for the asymmetric n+in–structure. The totaldensity is identical to Fig. 4.13 (black lines). Solid lines are equilibrium results, dottedlines correspond to the applied bias VSD = −50mV. The donor concentration profile N+
 D
 is also shown. Raising the chemical potential at the right contact increases the densitydue to the occupation of the corresponding local density of states of this contact (leadconnected local density of states, see Section 4.6). Consequently, the density due tothe other lead must decrease to guarantee global charge neutrality. There are two waysfor the density to decrease, one is changing the chemical potential of the relevant lead(which is not possible as it is fixed due to the boundary condition), the other possibilityis to adjust the electrostatic potential, and thus the conduction band edge. The latter
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 Figure 4.15.: Local density of states (LDOS) at the left (Lead 1, black solid line) andright (Lead 2, red dotted line) contact of the asymmetric n+in–structure inequilibrium. The self-adapting energy grid is able to resolve the peaks in theLDOS sufficiently accurate (300 energy grid points in total). Also shown isthe density of states (DOS, blue dashed line) which is the integrated LDOSover the position (sum over all lead contributions). The DOS has peaks atthe onset of the conduction bands edges at the left and right contacts.
 situation corresponds to zero-field boundary conditions (Neumann). This explains whyDirichlet boundary conditions are inappropriate for ballistic devices. For quantum cas-cade laser (QCL) simulations where the doping concentration is low, Neumann boundaryconditions seem to be a natural choice where one allows the derivative of the potentialat the left and right boundaries
 ∂φ
 ∂z= const (4.70)
 to adjust self-consistently under the condition of global charge neutrality, i.e. requiringequal slope at the boundaries. The slope is adjusted in such a way that the potentialdrop across the device equals the bias voltage that is defined by the difference betweenthe chemical potentials in the contacts [KYV+09]. This will lead to finite electric fieldsat the boundaries that correspond to the applied electric field in the QCL.Figure 4.15 shows the local density of states at the left (Lead 1, black solid line) and
 right (Lead 2, red dotted line) contact of the asymmetric n+in–structure in equilibrium,i.e. one-dimensional slices at the first (z = 1) and last (z = NT) grid point of the two-dimensional LDOS ρλ(z, Ei) plot of lead λ (eq. (4.55)). The self-adapting energy gridis able to resolve the peaks in the LDOS sufficiently accurate (300 energy grid points intotal). This is very important in a self-consistent algorithm to ensure converged resultsfor the electron density which has to be integrated over energy (eq. (4.64)). Also shown isthe density of states (DOS, blue dashed line). It is obtained by integrating for each lead
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 Figure 4.16.: Linear regime of the current–voltage characteristics of the symmetric (solidline) and asymmetric (dotted line) nin–structures calculated with the self-consistent CBR method at a temperature of 300K.
 the LDOS over the position, and then adding the contributions of each lead (eq. (4.59)).The DOS has peaks at the onset of the conduction bands edges at the left and rightcontacts. Note that the energy axis corresponds to the energy Ez along the z directionand not to the total energy Etotal which includes the integration over k‖. The spindegeneracy factor is included in this figure.
 The linear regime of the current–voltage characteristics of the symmetric (solid line)and asymmetric (dotted line) nin–structures has been calculated with the self-consistentCBR method and is shown in Fig. 4.16. For the asymmetric n+in–resistor the appliedvoltage corresponds to reverse bias operation. In comparison to the symmetric nin–structure, the asymmetric resistor shows a higher current density because the effectivebarrier width and the effective barrier height due to the intrinsic region is reduced. Inthis small device, the limiting case of ballistic quantum transport is a suitable approxi-mation. For such low biases, the calculated current density of the ballistic calculationsdo not deviate strongly from calculations that include both scattering and more ad-vanced lead models (not shown). The main reason is the absence of confined statesbelow the conduction band edges of the leads. These states get only filled if scatteringis present, and can then influence the charge carrier distribution significantly. In sucha case, a ballistic quantum transport model is not adequate. When modeling resonanttunneling devices and especially quantum cascade lasers, it is very important to includescattering [VK10]. The latter might be designed based on e.g. resonant conditions withlongitudinal optical phonons (LO phonon scattering).
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 The transmission function T (E) can be computed, once the band edge profile of thedevice has been obtained by means of a charge self-consistent calculation. The ballisticcurrent from lead λ to lead λ′ can be calculated based on the Landauer–Buttiker formula(see eq. (4.1)). This equation has to be adjusted for 1D and 2D simulations if thetransmission coefficient is a function of Ez or Ex,y, respectively, rather than of the totalenergy. In 1D, the integration has to be performed over Ez, and the Fermi functionf(E, μ) has to be replaced with the corresponding Fermi function f1D(Ez, μ) given ineq. (4.61). In 2D, the integration has to be performed over Ex,y and the appropriateFermi function f2D(Ex,y, μ) is given in eq. (4.62). The Fermi functions include thecorresponding units, so the current in 1D is given in units of A/m2, in 2D in A/m andin 3D in A.If more than two leads are present in the device, then for the total current through a
 particular lead λ the contributions from all other leads λ′ have to be summed up
 Iλ =L∑
 λ′=1
 Iλλ′ (λ′ �= λ). (4.71)
 4.10. Conclusions
 In this chapter we presented in detail a numerical implementation of the contact blockreduction (CBR) method which is a variant of the nonequilibrium Green’s functionformalism. Charge self-consistent calculations can be performed very efficiently even for3D structures by means of the CBR approach. Once the potential profile of a devicewith an arbitrary number of contacts has been obtained, the ballistic current can becalculated based on the Landauer–Buttiker formula. The presented model is suitablefor extremely small devices or very low temperatures, where the elastic and inelasticscattering lengths exceed the geometrical device size. In these cases, the ballistic currentmodel is a reasonable model.
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5. Calculation of electron mobility in atwo-dimensional electron gas
 For basic research experiments high-mobility samples are very important where mo-bilities reach in AlGaAs–GaAs samples up to 107 Vs/cm2. But also for real deviceapplications in e.g. CPUs (transistors), mobile phones (HEMTs) or RF power transistortechnology (GaN HEMTs), carrier mobility is a very important parameter that has tobe optimized in device design. In particular, the product μn of mobility μ and electrondensity n is the important parameter because the current is proportional to it. Studyingmobility is especially relevant if new materials like InAs or InSb should replace silicon,or if strain is used to enhance the mobility, e.g. uniaxial strain in state-of-the art 22 nmtransistors (strained silicon). While the influence of strain on the electron mobility iseasier to understand in situations where only the first subband is occupied, the situationbecomes much more complicated for holes. This is not only due to the warped andanisotropic hole band structure but also for the fact that more subbands are occupiedas the hole energy levels are lying closer to each other. Also for drift–diffusion trans-port models, the mobility is an important (input) parameter that is essentially a gridpoint dependent quantity. For silicon channels, mobility models have been developedthat require up to 70 parameters (35 for electrons, 35 for holes) [DLP+97]. Such modelshave their justification in the TCAD industry but are certainly not suited for less wellstudied materials. For the physicist it is more attractive to rely on models where nomobility parameters are needed as input. It is even better if no (in case of ‘ab initio’ or‘from first principles’ calculations) or only a few input parameters are needed that areexperimentally accessible. An example for the latter is the calculation of the transportproperties in quantum cascade lasers by the nonequilibrium Green’s function (NEGF)method [KYV+09]. However, what we need here within the framework of nextnano isa simple algorithm that takes the self-consistently calculated band profile of a generaltwo-dimensional electron (2DEG) or hole gas (2DHG), its energy levels (band structure)and wave functions, and their occupation to calculate the mobility. While sophisticatedmethods have previously been used to calculate the mobility, e.g. by a combination of k·pand Monte Carlo methods [OZV98], it seems not to be an easy task to implement suchapproaches into a general Schrodinger–Poisson solver like nextnano. In the literaturewe identified simpler models that might be suitable for us to get rough estimates on themobility values. One of them is based on a single-band effective mass approach proposedby Shao et al. [SSRM06] that includes scattering from ionized impurities, backgroundneutral impurities, deformation potential acoustic phonons and polar optical phonons tocalculate the mobility in delta-doped heterostructures. Later the same authors extendedtheir work to a k · p model [SSRMY07] in order to take into account nonparabolicity
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 Figure 5.1.: Calculated conduction band edge profile Ec, Fermi level EF and the square ofthe lowest two electron wave functions (ψ2
 1, ψ22) at T = 1K of a modulation
 doped InSb quantum well of width 40 nm.
 effects. The latter work is very likely suited to include strain and it might be possible toextend it in order to also calculate hole mobilities. For this reason we implemented theirsingle-band model into nextnano3 in order to test it against experimental results. Inthis thesis, we do not want to reproduce their equations used to calculate the mobilityand refer the interested reader to Ref. [SSRM06]. Our implementation is based on theseequations with the exception of eq. (3.5) in their paper which we corrected by adding afactor of 1
 4π because of SI units. We only want to mention that we extended their modelto include the scattering rate by random alloy scattering (alloy disorder scattering) basedon the equations given in Ref. [WRLG84]. In the following we present our results.
 Figure 5.1 shows the calculated conduction band edge profile Ec, the Fermi level EF
 and the square of the lowest two electron wave functions (ψ21, ψ
 22) at T = 1K of a
 modulation doped InSb quantum well (QW) of width 40 nm. It is surrounded by andstrained with respect to Al0.15In0.85Sb barriers. At z = −20 nm there is a δ-doping layerwith a sheet doping density of 1 · 1012 cm−2. It is separated from the InSb QW by a40 nm Al0.15In0.85Sb spacer layer. This spacer layer is introduced in order to reducescattering by ionized impurities. We now discuss the agreement and disagreement of thecalculated mobility results compared to Fig. 3(a) in Ref. [SSRM06] of Shao et al. forthis delta-doped InSb 2DEG channel. Figure 5.2 shows our calculated mobility as afunction of temperature. The mobility μacoustic due to acoustic phonon scattering isin excellent agreement and also the mobility μpolar due to polar optical LO phononscattering (if one takes into account that their figures miss a factor of 1
 4π ). However, themobility μimpurity due to ionized impurity scattering and the mobility μbackground due tobackground impurity scattering differ. It seems that the disagreement is not only dueto the different sheet density that has been used. Some minor differences in the input
 114
 Figure 5.2.: Calculated total electron mobility of the InSb quantum well (black solid line)as a function of temperature. The contributions of the individual scatteringmechanisms to the total mobility are indicated by the other solid lines.
 parameters are the Schottky barrier height and the conduction band offset. We used∼ 0.15 eV whereas Shao et al. used ∼ 0.25 eV. As the implementation of a self-consistentSchrodinger–Poisson algorithm is rather complex, this might be another reason that theresults differ slightly.The mobility is defined as μ = eτ/m where m is the effective mass, τ is the scattering
 time (life time) due to the individual scattering mechanism, and 1/τ is called the trans-port scattering rate. The total mobility is calculated as usual from the other mobilitiesby using Matthiessen’s rule
 1
 μtotal=
 1
 μimpurity+
 1
 μbackground+
 1
 μacoustic+
 1
 μpolar+
 1
 μalloy. (5.1)
 To benchmark the implemented model to non-δ-doped structures, other calculationsand experiment, we present a further example. Here, we test our algorithm on results ofGaAs 2DEGs of another publication. Walukiewicz et al. [WRLG84] calculated the mo-bility of a modulation doped AlGaAs–GaAs heterostructure and compared their resultsto the experimental values of Hiyamizu et al. [HSNI83]. We note that our algorithmis suitable for δ-doped QW 2DEGs but this GaAs example is not δ-doped, and not asharp quantum well but an inversion layer with a triangular confinement potential inthe GaAs region. Figure 5.3 shows the calculated conduction band edge profile Ec, theFermi level EF and the square of the lowest two electron wave functions (ψ2
 1, ψ22) at
 T = 1K of the modulation doped GaAs–AlGaAs heterostructure. The Al0.3Ga0.7Asregion from 0nm to 100 nm is doped with a concentration of 1 · 1018 cm−3. A 20 nmAl0.3Ga0.7As spacer layer separates the 2DEG channel from the remote doping area.Figure 5.4 shows our calculated mobility as a function of temperature. The agreement
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 Figure 5.3.: Calculated conduction band edge profile Ec, Fermi level EF and the square ofthe lowest two electron wave functions (ψ2
 1, ψ22) at T = 1K of a modulation
 doped AlGaAs–GaAs heterostructure.
 of the total mobility μtotal to experiment (squares) is very good for all temperatures.The experimental values have been extracted from Fig. 5 of Ref. [HSNI83]. At largetemperatures the total mobility is dominated by polar optical phonon scattering and forvery low temperatures by remote ionized impurity scattering. In the intermediate range,acoustic phonon scattering dominates. Alloy scattering is only relevant for the part ofthe wave function that penetrates into the AlGaAs barrier. As the material where the2DEG resides (GaAs) is not an alloy, the mobility due to alloy scattering does not havea dominant influence on the total mobility. Our numerical values for the mobility dueto remote ionized impurity scattering at low temperatures is in perfect agreement to thecalculations by Walukiewicz (see Fig. 2 in Ref. [WRLG84]) although different modelshave been used.
 We have further tested the algorithm on GaN–AlGaN quantum wells and InGaAsquantum wells where in the latter example the well material is an alloy, and thus thetotal mobility is dominated by alloy scattering up to temperatures of 100K (not shown1).
 The calculated mobility for each temperature step automatically took into accountthe temperature dependent band gap (eq. (B.2)). The sheet density of the δ-dopinglayer, the spacer width and the calculated sheet electron density of the 2DEG which alsodepends on the temperature is used as input for the calculation of the mobility due toremote ionized impurity scattering. The sheet electron density of the 2DEG also entersthe mobility due to background impurity scattering, together with the background dop-ing concentration. The quantum well width is input parameter to the mobility due todeformation potential acoustic phonon scattering. In Fig. 5.4 we used 0.35 ·1012 cm−2 as
 1These results have been documented online. nextnano3 tutorial: Mobility in two-dimensional electrongases (2DEGs), http://www.nextnano.de/nextnano3/tutorial/1Dtutorial 2DEGmobility.htm
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 Figure 5.4.: Comparison of calculated total electron mobility μtotal of a GaAs 2DEG(black solid line) to experiment (squares) as a function of temperature.
 the remote doping sheet density. Furthermore, as there is only a triangular confinementand no defined quantum well width, we approximated the latter input quantity to be13 nm which corresponds to the extension of the ground state wave function along thegrowth direction where the effect of barrier penetration has been taken care of. WhereasWalukiewicz did not use the bulk value for the effective electron mass in GaAs but useda higher value of mc = 0.076 m0 to take into account nonparabolicity effects, we usedmc = 0.067 m0 as this gives better agreement to the mobility at higher temperaturesand also because this is the usually accepted material parameter for GaAs. In contrastto previous calculations where often for all temperatures the same 2DEG sheet densityhad been assumed – Walukiewicz used a 2DEG density of 0.3 · 1012 cm−2 – our imple-mented model allows us to calculate this input parameter dynamically. The backgroundimpurity concentration was 9 ·1013 cm−3. An obvious improvement is the inclusion of in-terface (surface) roughness scattering, which is important for thin wells and high 2DEGdensities, and piezoelectric scattering into eq. (5.1).In conclusion, we have implemented and evaluated a single-band approach to calculate
 the electron mobility in two-dimensional electron gases and compared our results to othertheoretical calculations and experiment. This allows one to easily identify the relevantscattering mechanisms at various temperature ranges. Device parameters like spacerwidth, doping concentration, quantum well width or alloy profile can easily be varied tostudy their influence on mobility, or on the product μn of mobility and electron density ina very transparent way. We conclude that this model seems to be suited to be extendedto a k · p formalism in order to calculate strained electron or hole mobilities.
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6. Introduction
 In the second part of this thesis I examine semiconductors that are in contact to liquids.Such an arrangement is typical of biosensors where the fields of semiconductor physics,semiconductor technology, electrochemistry, chemistry and biology are involved. Addi-tionally, also expertise in biotechnology or medical research is extremely useful in orderto propose and evaluate potential applications. Consequently, a very interdisciplinarycollaboration of the experts in each discipline is necessary. In this thesis I contributemy knowledge on modeling of such systems to this very active research area. I focuson the treatment of the semiconductor physics on a quantum mechanical level, and onthe description of the electrostatics in the liquid. First, I present a protein sensor basedon silicon and describe the modeling approach using the Poisson–Boltzmann equation.I compare this model to the much simpler Debye–Huckel (DH) approximation that waspreviously used to analyze experimental results. Our calculations show that significantmore insight into the actual charge distribution in the electrolyte is obtained whichcannot be accounted for within the DH model. Furthermore, I have developed a novelapproach to model the charge density profiles at semiconductor–electrolyte interfacesthat I will discuss in the following sections. It allows us to distinguish hydrophobic andhydrophilic interfaces. Typically, such a differentiation has not been considered so farin semiconductor based biosensors, mainly because they are made of materials that arepassivated by a native oxide layer (e.g. Si–SiO2 sensors). This insulating region separatesthe charges in the semiconductor and the charges due to ion accumulation in the elec-trolyte, thus hiding the importance of the nonpolar or polar character of the interface. Iapply this new model to recently developed graphene and diamond based solution gatedfield-effect transistors. In both materials, no insulating material layer between the semi-conductor charge carrier gas and the accumulated ions in the liquid is present. Thereforethe influence of the hydrophobic or hydrophilic character leads to completely differentresults in terms of sensitivity of such devices. By comparing the calculated results toexperiment we demonstrate that the hydrophobic character of these materials must betaken into account to properly reproduce and understand experimental results. Ourapproach extends previous work where potentials of mean force for the ions are includedin the Poisson–Boltzmann equation.
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7. Theoretical model for the detection ofcharged proteins with asilicon-on-insulator sensor
 The work presented in this chapter is based on the preliminary studies of Uhl [Uhl04].I have extended his effort and summarized the results in a joint publication [BUBV08]which is presented in this chapter.
 For a biosensor device based on a silicon-on-insulator structure, we calculate the sen-sitivity to specific charge distributions in an electrolyte solution that arise from proteinbinding to the semiconductor surface. The surface is bio-functionalized with a lipidlayer so that proteins can specifically bind to the headgroups of the lipids on the surface.We consider charged proteins such as the green fluorescent protein (GFP) and artificialproteins that consist of a variable number of aspartic acids. Specifically, we calculateself-consistently the spatial charge and electrostatic potential distributions for differention concentrations in the electrolyte. We fully take into account the quantum mechan-ical charge density in the semiconductor. We determine the potential change at thebinding sites as a function of protein charge and ionic strength. Comparison with exper-iment is generally very good. Furthermore, we demonstrate the superiority of the fullPoisson–Boltzmann equation by comparing its results to the simplified Debye–Huckelapproximation.
 7.1. Introduction
 The quickly progressing technology of low-dimensional semiconductor nanostructures re-quires and depends on reliable predictive theoretical methods for systematically improv-ing, designing and understanding the electronic and optical properties of such structures.The situation becomes even more complicated if these nanostructures are combined withbiomaterials to form biosensors [CWPL01]. These sensors are gaining importance due totheir large potential in commercial applications, like pH, protein, virus or DNA sensors(biochips). Ion-selective field-effect transistors (ISFETs) usually contain biomaterialsin an electrolyte and consist of a two-dimensional electron (or hole) gas (2DEG) in thesemiconductor region where a source–drain voltage is applied in the 2DEG plane perpen-dicular to the solid–electrolyte interface. The measured source–drain current dependson the electron density in the 2DEG. The goal is to influence the electron density in the2DEG in a reproducible manner through changes in the electrostatic potential whichare caused by the charge distribution inside the electrolyte and in the vicinity of theinterface between the semiconductor and the electrolyte, i.e. the electrolyte acts through
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 this field-effect as a gate. Several variations of this concept are possible, e.g. instead ofhaving a 2DEG one could use a nanowire with quantum confinement in two directions,and thus enhance the sensitivity due to the increased surface-to-volume ratio, or onecould use an optical device where the electrostatic potential in the electrolyte modifiestransition energies in quantum wells, quantum wires or even quantum dots. Modelingof such devices [HK07] is essential not only for analyzing and interpreting experimentalresults, but also for verifying theoretical concepts, and for the understanding of how toefficiently improve sensitivity. For a review on the challenges in the use of nanostructuresfor on-chip biosensing and diagnostics, see e.g. Ref. [Bal10].In this chapter we present realistic models of the electrolyte solution, its interaction
 with the semiconductor device surface, and of the semiconductor device itself. We dis-cuss detailed simulations of protein sensors based on silicon in order to demonstrate theapplicability of this approach. In Section 7.2, we describe how we solve the Schrodingerequation and calculate the charge density in the semiconductor region. Our method thatmodels the charge density in the electrolyte is outlined in Section 7.3. Comments aboutthe numerical treatment of the coupled system of semiconductor and electrolyte equa-tions are given in Section 7.4. Details of previously performed relevant experiments, andthe theoretical model of the sensor are discussed in Section 7.5. In Section 7.6, we presentresults of self-consistent calculations of the spatial charge and electrostatic potential dis-tributions for various protein charges and different ion concentrations in the electrolyte.Finally, the calculated surface potential is compared with experiments. The results in-dicate that the full Poisson–Boltzmann equation is able to reproduce experimental datawhereas the widely used Debye–Huckel approximation faces severe limitations.
 7.2. Modeling the semiconductor
 The charge distribution within a general semiconductor device is given by eq. (1.2). Thep-type doped silicon sensor that is investigated in this work is operated in the inversionregime. Hence, only a quantum mechanical treatment of the conduction band electronsclose to the X points in the Brillouin zone is necessary. The contributions to the densityof all other bands like the conduction bands at the Γ and L points, and the heavy, lightand split-off hole valence bands are negligible. In bulk silicon there are six equivalentconduction band valleys close to the X points in the Brillouin zone that are describedby ellipsoidal effective mass tensors with one longitudinal and two transverse masses,ml and mt, respectively. As these ellipsoidal mass tensors are oriented differently withrespect to each other, we have to treat these minima separately, i.e. we have to considerthree different valleys where each one is twofold degenerate. The quantum mechanicalelectron charge density for each of these three valleys is given by
 n(x) = gvgs∑n
 |Ψn(x)|2 f(En − EF(x)
 kBT
 ), (7.1)
 where gs = 2 is the spin degeneracy and gv = 2 is the valley degeneracy. Ψn and En
 are the wave functions and eigenenergies of the three-dimensional Schrodinger equation
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 (eq. (2.2)) and depend on the orientation of each of the three ellipsoidal mass tensors,i.e. each valley requires the solution of the Schrodinger equation. The occupation of theeigenstates is governed by the Fermi–Dirac distribution function f (eq. (4.63)) takinginto account the local quasi-Fermi level EF(x). kB is Boltzmann’s constant and T is thetemperature.
 We use a standard approach to calculate the energy levels and wave functions, namelythe single-band effective mass Schrodinger equation within the envelope function ap-proximation. We discretize this equation with a finite differences method and assumea parabolic energy dispersion [TSCH90]. For a semiconductor structure that is grownalong the z direction and that is homogeneous along the x and y directions, the envelopefunctions ψn(z) and the energies En of the n quantized electronic states are obtained asthe solutions of the one-dimensional Schrodinger equation (eq. (4.14)) where the poten-tial energy is given by V (z) = Ec,0(z) − eφ(z), and m⊥(z) is one of the three effectivemass tensor components along the growth direction z, i.e. ml or mt for (001) orientedsilicon. Ec,0(z) represents the conduction band edge profile of the relevant valley andtakes into account band offsets at material interfaces. φ(z) is the electrostatic potentialwhich is obtained from solving Poisson’s equation (eq. (1.1)). It includes the externalbias potential and the internal potential resulting from mobile charge carriers and ion-ized impurities. For a one-dimensional device that is homogeneous along the x and ydirections, the quantum mechanical electron charge density is calculated for each valleyas
 n(z) = gvgs∑n
 |ψn(z)|2m||(z)kBT
 2πh2ln
 (1 + exp
 (EF(z)− En
 kBT
 )), (7.2)
 where the sum over n is only over the lowest occupied subbands. m||(z) is the effectivemass in the (x, y) plane. Obviously, this value depends on the conduction band valley, i.e.for unstrained (001) oriented silicon layers, the ground state electron level is associatedwith the longitudinal electron mass and thus m|| is the transverse mass mt. For theother valleys where the transverse mass is oriented along the growth direction z, theparallel mass is calculated as m|| =
 √mlmt (density of states mass). Equation (7.2)
 leads to discontinuous charge densities at material interfaces if the value of m|| differsbetween neighboring materials. In order to avoid this, we calculate for each subband nthe parallel mass m|| according to Ref. [DT94].
 Taking into account the charge neutrality requirement, we first solve the Schrodinger–Poisson equation self-consistently in the whole device with the equilibrium requirementthat the Fermi level in the silicon layer is assumed to be constant at EF = 0 eV. Inthis case, we solve the Poisson equation with Neumann boundary conditions and obtainthe built-in electrostatic potential. The boundary values of the built-in potential plusoptionally applied bias potentials at ohmic or Schottky contacts (Fig. A.1) are then usedas Dirichlet boundary conditions for the Poisson equation in nonequilibrium calculations.
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Chapter 7. Detection of charged proteins with a silicon-on-insulator sensor
 7.3. Modeling the electrolyte
 An electrolyte is an aqueous solution containing dissolved ions (e.g. Na+, Cl–) that resultfrom the dissociation of salts. Electrolytes that are used as biosensors are usually buffersolutions (see Section 8.3) and therefore resist changes in H3O
 + and OH– ion concen-trations (and consequently the pH) upon addition of small amounts of acid or base, orupon dilution. The concentrations of the ions that are contained in the buffer dependon the pH and the pK ′
 a,T value (dissociation constant) and can be calculated using thewell-known Henderson–Hasselbalch equation (eq. (8.12)). In addition, the pK ′
 a,T valuedepends on temperature and on ionic strength I (eq. (8.9)) in a self-consistent way. Forinstance, when using a phosphate buffer, the concentrations of the buffer ions at a par-ticular pH are governed by three different pK ′
 a,T values and thus it is extremely difficultto derive the concentrations analytically. However, they can be calculated numericallyin an iterative scheme [BE96]. In Section 8.3, we describe the details of our buffer modelwhere we allow the variables pH, pK ′
 a,T and ionic strength to vary with spatial coordi-nates. Such an approach is necessary for analytes that produce local charge variations inthe electrolyte, e.g. a charged molecule that binds to the semiconductor device surface.Furthermore, a local variation of pH is critical for the operation of EnFETs (enzymefield-effect transistors) where the enzyme reaction depends on the pH value.
 The distribution of all ion charges in the electrolyte solution is governed by the non-linear Poisson–Boltzmann equation which is composed of the nonlinear Poisson equation(eq. (1.1)) and the equation that describes the charge density distribution in the elec-trolyte (eq. (7.3)). Conventionally, the Poisson–Boltzmann equation is linearized whichleads to the Debye–Huckel approximation (Section 8.2). However, as we will show inSubsection 7.6.1 such a simplification is generally not applicable in real devices and onlyvalid for special and very limited cases. The solution φ(x) of the Poisson–Boltzmannequation determines the charge density in the electrolyte at position x
 ρ(x) =
 N∑i=1
 zieci(x) =N∑i=1
 zieci,0 exp
 (−zie (φ (x)− UG)
 kBT
 ), (7.3)
 where zi is the ion valency, e is the positive elementary charge, ci is the resulting ionconcentration and ci,0 is the bulk concentration of the ion species i. The bulk electrolytepotential φ(∞) can be adjusted by varying the potential of the reference gate electrodeUG that is connected to the electrolyte (Dirichlet boundary condition). φ(x) is theelectrostatic potential that is obtained by solving the nonlinear Poisson equation in theoverall device self-consistently and kBT is the thermal energy of the system. Interfacereactions can be taken into account by the so-called site-binding model for amphotericoxide surfaces [Ber70, HW78] where the adsorption and dissociation of H+ and OH– ionsat the interface between the electrolyte and the oxide lead to interface charge densitieswhich depend on both the electrostatic potential at the interface and the pH of theelectrolyte. These interface charge densities simply have to be added to the chargedensity that enters the Poisson equation.
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 7.4. Modeling the coupled system of semiconductor andelectrolyte
 The electrostatics within the electrolyte and the semiconductor require the self-consistentsolution of the Poisson and Schrodinger equations. Both equations are discretized ona nonuniform grid with a finite differences method. They are solved numerically byiterative methods that are described in more detail in Ref. [TZA+06]. We point out thatwe solve only one single Poisson equation, given in eq. (1.1), which includes both theelectrolyte as well as the semiconductor region. εr is then the static dielectric constant ofeither the electrolyte or any of the semiconductor or insulator materials. In regions wherethe electrolyte is present, the charge density ρ(x) is described by eq. (7.3), and in regionswhere the semiconductor materials or the oxides are present, the typical semiconductorequation is used (eq. (1.2)) which may include a suitable fixed or variable sheet chargedensity at the interface between the semiconductor device and the electrolyte. We notethat it is not necessary to solve the Schrodinger equation in regions where the quantummechanical density is negligible or zero, e.g. in insulators. However, wave functionpenetration into the barrier materials (e.g. at Si–SiO2 interfaces) is fully taken intoaccount by including a small region of the barrier material into the Schrodinger equation.We have implemented the above mentioned equations and similar ones for the two- andthree-dimensional Schrodinger equations into the software package nextnano3 [www].This enables us to model combined semiconductor–electrolyte systems in one [BUV05],two [Ped06] and three dimensions for arbitrary geometries and material compositions.Typically, nanowire sensors are more sensitive than planar sensors, and if the nanowiredimensions are less than 50 nm, the sensitivity can increase even further [Ped06].
 7.5. Description of the geometry and composition of theprotein sensor
 7.5.1. Sensor structure
 Here, we discuss a silicon-on-insulator (SOI) based thin-film resistor that we will modelin detail in Section 7.6. Indeed, such a device has been realized experimentally forchemical and biological sensor applications [NRL+03, NRB04]. Peptides with a singlecharge can be detected and it is possible to distinguish single charge variations of theanalytes even in physiological electrolyte solutions [LNH+06].
 Figure 7.1 shows the layout of this bio-functionalized silicon-on-insulator device. Itconsists of a SiO2–Si–SiO2 structure. Specifically, we take a silicon dioxide buffer layerwith a thickness of 200 nm and a conducting silicon layer of 30 nm which is homoge-neously p-type doped with boron (doping density p = 1 · 1016 cm−3). The silicon layeris covered by a native SiO2 layer with a thickness of 2 nm. This oxide layer is passi-vated by an ODTMS (octadecyltrimethoxysilane) monolayer which is required for thebio-functionalization of the semiconductor device. We take a 1.5 nm thick oxide-likeODTMS layer and use a static dielectric constant of εr = 1.5. Due to the passivation
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Chapter 7. Detection of charged proteins with a silicon-on-insulator sensor
 Figure 7.1.: Schematic layout of the considered SOI structure (after C. Uhl [Uhl04]).There is a negative interface charge density σNi at the lipid–electrolyte in-terface. The amino acid charge is assumed to be distributed homogeneouslyover a width w. The electrolyte region includes the histidine-tagged aminoacids as well as the neutral part of the tag of length d.
 by ODTMS, we assume that no interface charges are present at the native oxide sur-face. The ODTMS layer is surface-functionalized with a lipid membrane that allows forthe specific binding of molecules. This lipid monolayer (2 nm) consists of DOGS-NTA(1,2-dioleoyl-sn-glycero-3-{[N(5-amino-1-carboxypentyl)iminodiacetic acid]succinyl}) in-corporated into two matrix lipids (DMPC (1,2-dimyristoyl-sn-glycero-3-phosphocholine)and cholesterol). The lipid membrane is treated as an insulator using the same materialparameters as for ODTMS. Thus, no charge carriers are assumed to be present withinthis layer. As the lipid layer is very dense, no electrolyte is considered within the lipidregion.
 For the ionic content of the electrolyte we consider a variable concentration of KCl (10,50, 90 or 140mM), and a fixed concentration of 1mM of NiCl2 and 1mM of phosphatebuffer saline (PBS, see Subsection 8.3.5) solution, respectively. The NiCl2 dissociates into1mM of doubly charged cations and 2mM of singly charged anions. For all calculations,the pH of the bulk electrolyte has been set to 7.5. The calculated concentrations ofthe PBS buffer ions are listed in Table 7.1 for different salt concentrations. Thesevalues refer to the bulk electrolyte. In the vicinity of the semiconductor surface andin regions around charged analytes, however, the actual concentrations of the bufferions vary locally. Our buffer model automatically takes this into account because thespatial variations of pH, ionic strength and pK ′
 a,T are determined self-consistently (seeSection 8.3 for more details). The ionic strengths of the electrolyte solutions consideredin this work are largely dominated by the respective concentrations of singly chargedanions and cations from KCl as can be seen in Table 7.1. In these particular cases,i.e. small concentrations of PBS with respect to KCl, the Debye screening length κ−1
 (eq. (8.5)) is fully dominated by the KCl concentration.
 The functionalized surface exposes NTA headgroups that carry two negative charges tothe electrolyte solution. They have the ability to form a chelate complex with nickel ions
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 Table 7.1.: Concentrations of ions in units of mM, ionic strength I and Debye screeninglength κ−1 for several configurations of the electrolyte (1mM PBS, 0 or 1mMNiCl2, pH = 7.5, T = 25 ◦C)
 Ion 0mM KCl 10mM KCl 50mM KCl 90mM KCl 140mM KCl
 [H2PO–4] 0.303 0.256 0.214 0.192 0.176
 [HPO2–4 ] 0.697 0.740 0.786 0.808 0.824
 [PO3–4 ] 0.135 · 10−4 0.206 · 10−4 0.335 · 10−4 0.430 · 10−4 0.524 · 10−4
 [Na+] 1.697 1.740 1.786 1.808 1.824[K+] 0 10 50 90 140[Cl–] 0 10 50 90 140[Ni2+] 0 1 1 1 1[Cl–] 0 2 2 2 2[H+] 0.316 · 10−4 0.316 · 10−4 0.316 · 10−4 0.316 · 10−4 0.316 · 10−4
 [OH–] 0.316 · 10−3 0.316 · 10−3 0.316 · 10−3 0.316 · 10−3 0.316 · 10−3
 I (mM) 2.393 15.481 55.573 95.616 145.648κ(nm−1
 )0.159 0.405 0.768 1.007 1.243
 κ−1 (nm) 6.277 2.468 1.302 0.993 0.805
 if the latter are present in the solution. Upon loading with nickel, the charge of the head-group changes by +1e [SDT94] and is then considered to be −1e. This results in a nega-tive sheet charge density σNi at the lipid–electrolyte interface. The surface density of theDOGS-NTA lipids is considered to be 5% (fNTA = 0.05). The approximated headgrouparea, i.e. the average area per functional DOGS-NTA is assumed to be ANTA = 0.65 nm2.Consequently, the density of the headgroups is sNTA = fNTA/ANTA = 7.7 · 1012 cm−2, sothat the resulting charge density σNi is given by σNi = −esNTA, where we have assumedthat each headgroup carries one negative charge upon exposure to Ni.
 The charge carrier concentration of the conducting silicon layer is controlled by ap-plying a back gate voltage UBG which allows for switching between the accumulation(negative UBG) and the inversion regime (positive UBG) and particularly for tuning thesensitivity of the device. In all calculations that are mentioned in this work, the sensor isoperated in inversion at UBG = 25V to allow for comparison with experiment. The ex-periment has shown that this is a compromise between the highest possible sensor signaland a low noise level. With this configuration, the p-doped silicon channel is invertedand becomes n-type. One can adjust the potential in the electrolyte by varying the volt-age UG of the reference electrode in the solution, mainly to vary the electron density ofthe right inversion layer with respect to the left one (see Fig. 7.1 and Fig. 7.2). In orderto get a reasonable magnitude for the charge density in the right channel close to thefunctionalized surface, we have set UG = 1.0V for all calculations. These assumptionsallow for a realistic comparison with specific protein binding experiments [LNH+06].
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Chapter 7. Detection of charged proteins with a silicon-on-insulator sensor
 7.5.2. Model of the protein charge distribution
 We consider two types of proteins: Aspartic acids and the green fluorescent protein. Ifdivalent nickel ions (Ni2+) are bound to the NTA headgroups of the lipid membrane, thissurface functionalization then allows for the specific coupling of histidine-tagged (his-tag) proteins or peptides to the membrane [SDT94]. This process can be reversed byadding EDTA (ethylenediaminetetraacetic acid) to the electrolyte. A his-tag is a shortamino acid sequence including histidines. They can be fused to one end of a protein andcan also bind transition metal cations. We study a protein charge distribution that isspatially separated from the lipid membrane due to a neutral tag of width d in betweenthe charged protein and the lipids. For simplicity, the protein charge is assumed to bedistributed homogeneously over a width w.
 Aspartic acid
 We consider an artificial protein structure where amino acids are tagged to a histidinechain. This artificial peptide binds to an NTA headgroup of the lipid membrane. Apart of this artificial protein remains uncharged since no amino acids get attached there.By contrast, the rest of the histidine backbone is negatively charged since we consideraspartic acids that carry one negative charge each for the binding to the tag. It ispossible to manufacture the hexahistidine-tagged (His6) peptides with different numbersof charged residues, i.e. one can engineer the number of aspartic acids (Asp) that bindto the tag. The charge of the aspartic acids have been varied between carrying a singlecharge (His6Asp1) and up to ten charges (His6Asp10). It is expected that for eachcharge, a different signal can be detected and that peptides with higher charges resultin an increased sensor response. The width of the neutral part has been taken to bed = 2.3 nm or d = 2.8 nm, depending on the concentration of KCl. The length of theuncharged part of the peptide consists of the length of the complete NTA headgroupincluding the spacer of 12 carbon atoms plus the his-tag. The width of the charged part
 w(n) = n · b (7.4)
 has been assumed to depend linearly on the number n of aspartic acid units and onthe length b of one aspartic acid residue [LNH+06]. Thus, the spatial extent of thecharge density increases with the number of aspartic acids. Each additional asparticacid therefore shifts the center of the charge distribution about b/2 farther away fromthe lipid membrane. Additionally, we perform calculations where we keep this width wconstant. The integrated charge density in the protein region changes in magnitudes of−esNTA by increasing the number n of the aspartic acid units. Furthermore, we assumethat the amino acid charges tend to repel each other. It is plausible that the strength ofthis repulsion is influenced by the ionic strength of the electrolyte. For that reason wereduce the length b of one aspartic acid unit at large ion concentrations. The electrolyteregion starts at the membrane surface and includes the regions of both the neutral partof the tag and the protein charge distribution so that the ions in the aqueous solutionscreen the protein charge (Fig. 7.1).
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 Green fluorescent protein
 As a second protein, we consider the binding of the so-called green fluorescent protein1
 (GFP) to the lipid membrane. GFP is also histidine-tagged to the NTA headgroups ofthe membrane. The size of GFP is larger (length of 4-5 nm) compared to his-taggedaspartic acids. We assume a charge distribution of width w = 3.0 nm that is connectedwith a neutral tag of width d = 2.3 nm to the NTA headgroups. At pH = 7.5, GFPcarries eight negative charges that we assume to be homogeneously distributed over theprotein region w.
 7.6. Results of the calculations
 Since we have specified all about the sensor and the proteins in the electrolyte, we are nowready to calculate the electrostatic potential in the semiconductor–electrolyte systemfor several protein charge distributions. The quantum mechanical charge densities arecalculated self-consistently by solving the Schrodinger equation in the silicon channel.The Schrodinger and Poisson equations are coupled via the electrostatic potential andthe charge densities.
 First, we estimate the change in surface potential φs when one loads the NTA lipidswith Ni2+. We assume a sheet charge density change of Δσ = −2esNTA − σNi. We haveactually calculated that the surface potential increases for a 140mM KCl solution by13.5mV which is in agreement with the measurements [LNH+06].
 Figure 7.2 shows the calculated conduction band edge and the electron density in thesilicon channel for a back gate voltage of UBG = 25V. Indicated is also the position ofthe Fermi level EF and the electrostatic potential. Specifying a value for the potentialUG of the reference electrode is equivalent to a Dirichlet boundary condition for theelectrostatic potential of the Poisson–Boltzmann equation. An increase of UG leads tohigher electron densities in the right channel. Therefore, the variation of UG and theback gate voltage UBG allows one to increase the sensitivity of the sensor by adjusting theratio of the densities of the two channels. Our calculations yield channel densities of theorder of a few 1012 cm−2. They are modulated slightly by the actual configuration of thesystem in terms of ion concentrations and protein charges. Since a lower surface potentialφs yields a lower electron density in the inverted silicon channel, the source–drain currentis expected to decrease if negatively charged proteins bind to the functionalized sensorsurface.
 7.6.1. Influence of the protein charge on the sensitivity
 In this subsection we discuss results of the artificial protein that consists of severalaspartic acids as described in Subsection 7.5.2. For the 50mM KCl solution, the neutralpart of the histidine tag is assumed to have a width d = 2.8 nm and the respective proteincharges are homogeneously distributed over a distance w = nb where n is the number
 1In 2008, the Nobel prize in chemistry was jointly awarded to Shimomura, Chalfie and Tsien “for thediscovery and development of the green fluorescent protein, GFP”.
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 Figure 7.2.: Calculated conduction band edge (black solid line) and electrostatic po-tential (red solid line) for the SOI structure at 50mM KCl. The electroncharge density (blue dotted line) of the two inversion layers is shown. Inthe semiconductor, the Fermi level (gray dash-dotted line) is set constant atEF = 0 eV. Upon binding to the lipid membrane, the charge of the asparticacid (Asp8) modifies the surface potential φs. The interface between thelipid membrane and the electrolyte is indicated by the vertical dashed line.
 of aspartic acid units and b = 0.3 nm. For the 140mM KCl solution, the respectivevalues are d = 2.3 nm and b = 0.1 nm [LNH+06]. These parameters are reasonablyclose to the chemical structure of the histidine-tagged amino acids. Figure 7.3 showsthe calculated potential distributions for a varying number of aspartic acids at 50mMKCl. The magnitude of the negative protein charge density increases with the numberof aspartic acids. This results in a lower electrostatic potential in the protein region.Also, the surface potential φs decreases with increasing protein charge. The region ofthe charged part of this protein is indicated schematically by the shaded triangle. Wenote that the electrolyte region starts at the lipid surface at 235.5 nm.In the following, we calculate the potential change at the interface between the lipid
 membrane and the electrolyte as a function of the number of aspartic acids that areattached to each histidine tag for KCl concentrations of 50mM and 140mM. The ref-erence level φrefs for the scale of the surface potential change is set to the case for zeroprotein charge. The surface potential change Δφs is then defined as
 Δφs(n) = φrefs − φs(n), (7.5)
 where n denotes the number of aspartic acid units. A positive potential change thereforeimplies that the reference level is higher compared to the situation with a nonzero num-ber of aspartic acids. The results are shown in Fig. 7.4 and show excellent agreementwith the experimental data of Ref. [LNH+06] where the surface potential was extracted
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 Figure 7.3.: Calculated electrostatic potential distributions for varying protein chargeat 50mM KCl. Shown are the cases where no acids are bound and wherethe number of acids is n = 1, 2, 3, ..., 10. From top to bottom, the numberof aspartic acids increases. The width w of the negative protein chargedistribution is assumed to increase linearly with the number of asparticacids. This width is indicated schematically by the shaded triangle.
 from measurements of the sheet resistance of the silicon channel. Due to the lower ionconcentrations in the case of 50mM KCl, the protein charge density is less efficientlyscreened. Consequently, the surface potential change is larger compared to the case of140mM KCl. Therefore, the variation of the charge density in the silicon channel – andthus the sensitivity – is greater for a 50mM KCl solution, as compared to 140mM KCl.
 One important parameter of our model is the width d of the neutral part of thehistidine tag. This distance between the lipid membrane and the beginning of the chargedistribution of the aspartic acids influences the screening of the protein charges by ionsin the solution. Hence, the impact of the amino acid charges decreases with increasingspacing of the lipid membrane, assuming the same protein charge distribution. Thismeans that the influence on the semiconductor device can be enhanced by using a tagthat allows small distances of the protein to the lipid membrane.
 So far, we have considered homogeneous protein charge distributions where the widthw has been varied as a function of the number of aspartic acid units n. In the following,we demonstrate that also a constant width w reproduces experimental data. Now, thenumber of aspartic acids solely determines the magnitude of the charge density butleaves the spatial extent of the peptide unchanged. For the 50mM KCl solution, weuse d = 2.8 nm and a constant width of w = 1.5 nm for all n. For the 140mM KClconcentration, values of d = 2.3 nm and w = 0.5 nm are taken. The surface potentialchange as a function of the number of aspartic acids is illustrated in Fig. 7.5 for a proteincharge of constant width w. Indicated are the results for both the Poisson–Boltzmann(PB) and the Debye–Huckel (DH) equation (Section 8.2). The latter show a linear
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 Figure 7.4.: Calculated surface potential change at the lipid membrane as a function ofthe number of aspartic acids in the artificial protein. The solid line depictsthe case of a KCl concentration of 50mM whereas the dashed line representsthe case of 140mM KCl in the electrolyte solution. The experimental datapoints are from Ref. [LNH+06].
 variation of the surface potential change with the number of aspartic acids. This isexpected from the DH equation because a linear variation of the charge density leadsto a linear variation of the surface potential change. In contrast, the results of thenonlinear PB equation resemble a logarithmic behavior and are in very good agreementwith the experimental data. This nonlinear dependence is attributed to screening effectsin the electrolyte which cannot be reproduced correctly within the DH approximation.It is important to note that both assumptions, i.e. a constant width w and the linearvariation of w with the number of aspartic acids n, reproduce experimental data, whereasthe DH equation leads to unsatisfactory results. This emphasizes the importance of usingthe full PB equation rather than the linearized DH equation as it allows more insightinto the screening of charges in electrolyte solutions. This is especially true if complexbio-functionalized surfaces are used where the binding of charged molecules occurs atabout 5-10 nm from the surface, and where the prediction of the sensitivity limitationsis desirable.
 The differences in the surface potential change that is either obtained within thefull Poisson–Boltzmann theory or the simplified Debye–Huckel approximation can befurther understood by investigating the spatial potential distributions in the electrolytefor different numbers of aspartic acids. This is shown in Fig. 7.6 where part (a) refersto the PB solutions and part (b) depicts the solutions of the DH approximation. Again,we have included the cases for integer numbers of aspartic acids n from 0 to 10. In bothfigures, the number of aspartic acids increases from the top to the bottom. As one cansee from Fig. 7.6(b), the potential differences at the membrane surface between adjacentpotential solutions are constant. By contrast, the potential solutions in Fig. 7.6(a) donot show this behavior, in agreement with the experiment (see also Fig. 7.5).
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 Figure 7.5.: Calculated surface potential change as a function of the number of asparticacids for two different salt concentrations (50mM and 140mM). Includedare the results for the solution of the Poisson–Boltzmann (PB) equation(solid lines) and the Debye–Huckel (DH) equation (dashed lines). The lattershow a linear dependence and deviate substantially from the PB resultswhich are in good agreement with the experimental data.
 Figure 7.6.: Calculated spatial potential distributions for (a) the full Poisson–Boltzmannequation and (b) the linearized Debye–Huckel equation for a negative proteincharge distribution of constant width w = 1.5 nm. This width is indicated bythe shaded region. Both figures include the solutions for different numbersof aspartic acids n = 0, 1, ..., 10.
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 Figure 7.7.: Calculated change of the surface potential as a function of the KCl con-centration where we have assumed a charge distribution that resembles thegreen fluorescent protein. Included are experimental data of Ref. [LNH+06].The lines are a guide to the eye.
 7.6.2. Influence of the ionic strength on the sensitivity
 In this subsection we use the same sensor structure as in Fig. 7.1 but detect anotherprotein. We consider the specific binding of the green fluorescent protein (GFP) to thelipid membrane and calculate the change of the surface potential as a function of the saltconcentration (10, 50, 90 or 140mM KCl) in the electrolyte. At pH = 7.5, GFP carries anet negative charge of −8e as can be derived from the primary structure if one calculatesthe charge of the side chains for the used buffer solution. Consequently, the integratedcharge density of GFP is given by σGFP = −8esNTA. We assume for simplicity that thischarge is distributed evenly over a distance of wGFP = 3nm which is close to the lengthof the GFP (4-5 nm). Based on the previous section, the length of the neutral part ofthe tag has been taken to be d = 2.3 nm. Here, this length has been assumed to be thesame for all KCl concentrations.
 We have calculated the change of the surface potential as a function of the KCl con-centration in the electrolyte. The electrolyte has the same properties as for the asparticacids (1mM PBS, 1mM NiCl2). Figure 7.7 shows the results and compares them to theexperimental data of Ref. [LNH+06]. The trend of the influence of the ionic strength onthe sensitivity is well reproduced by our calculations. We note that the exact orienta-tion of the GFP molecule at the surface is not known. A slight tilt angle can increasethe measured sensor response due to the exponential dependence of the signal from thedistance of the charges. The reduction of the spacing d or the width wGFP of the chargedistribution leads to larger surface potential changes. At higher ion concentrations, theDebye screening length of the electrolyte decreases, and thus the charges of the proteinare more efficiently screened by the ions in the electrolyte. This leads to a reduced sen-sitivity which is approximately linear to the inverse of the Debye screening length. TheDebye screening lengths of the different salt concentrations are listed in Table 7.1.
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 Table 7.2.: Material parameters
 Description Symbol Value Units
 longitudinal electron effective mass (Si) ml 0.916 m0
 transverse electron effective mass (Si) mt 0.190 m0
 static dielectric constant (Si) εr 11.7static dielectric constant (SiO2) εr 3.8static dielectric constant (ODTMS) εr 1.5static dielectric constant (electrolyte) εr 80
 7.7. Conclusions
 In this section we presented calculations on the sensitivity of a silicon-on-insulator struc-ture with respect to specific charge distributions in the electrolyte solution that may arisefrom protein binding to the semiconductor surface. Screening effects in the electrolytehave been taken into account using the Poisson–Boltzmann equation. The potentialchange at the bio-functionalized semiconductor surface has been calculated for variousprotein charge distributions. Comparison with experiment is generally very good. Wehave demonstrated the superiority of the Poisson–Boltzmann equation by comparing itsresults to the simplified Debye–Huckel approximation. In agreement with experiment,we have found that the sensitivity of the structure is enhanced at low ion concentra-tions. We demonstrated that our numerical approach – the self-consistent solution ofthe Schrodinger and Poisson–Boltzmann equation – is well suited to model semiconduc-tor based biosensors in a systematic manner, which is a requirement in order to bothunderstand and optimize their sensitivity. Relevant material parameters that were usedin the calculations of this section are listed in Table 7.2.
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8. Extension to the Poisson–Boltzmannequation
 In this chapter we first discuss an analytical solution to the Poisson–Boltzmann equa-tion – the Gouy–Chapman solution. Then we briefly show how the Poisson–Boltzmannequation can be linearized. This is known as the Debye–Huckel approximation. We thensummarize the equations that we used in the previous chapter to include buffer solutionsin our algorithm. These three sections are closely related to the previous chapter on sili-con based protein sensors. Finally we discuss how the Poisson–Boltzmann equation canbe extended to include potentials of mean force (PMF) for the ions. Essentially, thesePMFs modify the concentrations of different ions in the vicinity of a surface. These po-tentials are different for each ion type, and they depend on the properties of the surface,e.g. if it is hydrophobic or hydrophilic. The latter also influences the water density closeto the surface which will be taken care of within this model. We call this model theextended Poisson–Boltzmann equation and it leads at the surface to a significantly dif-ferent ion distribution in the electrolyte compared to the standard Poisson–Boltzmannmodel. This will be demonstrated in both cases for a simple monovalent salt. For theGouy–Chapman solution the results of a NaCl or NaI salt will be identical as only thecharge and the valency of the ions are input to the equation. In the extended Poisson–Boltzmann model the results for NaCl and NaI will differ as the PMFs are different forCl– and I–. The extended Poisson–Boltzmann model will be the topic of the followingtwo chapters on graphene and diamond based solution gated field-effect transistors.
 8.1. The Gouy–Chapman solution
 In general, there are only very rare cases where the Poisson–Boltzmann (PB) equationcan be solved analytically. The Gouy–Chapman solution is one example of such a so-lution. It is valid for a planar solid–electrolyte interface and for a symmetric salt likeNaCl which consists of singly charged cations (Na+) and singly charged anions (Cl–) ina solution. The Gouy–Chapman solution relates the surface charge σs at the interfaceto a position dependent electrostatic potential φ(x) in the electrolyte which determinesthe ion distribution. The surface potential φs is related to the surface charge density viathe Grahame equation which is also valid for nonsymmetric salts like divalent CaCl2.For a monovalent salt it is particularly simple and reads
 σs =√8ε0εrkBT sinh
 (eφs2kBT
 )√csalt, (8.1)
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 Figure 8.1.: Calculated electrostatic potential distribution (Gouy–Chapman solution) fordifferent salt concentrations of NaCl at a fixed surface charge at the solid–electrolyte interface of σs = −0.2 C/m2. The squares indicate the Debyescreening lengths.
 where csalt is the salt concentration. In the following, we show our numerical solutionof the PB equation for a monovalent salt which is equivalent to the Gouy–Chapmansolution. The NaCl concentration is varied from 0.1mM to 1M1 at a temperature ofT = 25 ◦C. The static dielectric constant of water is assumed to be εr = 78. Figure 8.1shows the electrostatic potential for different salt concentrations at a fixed surface chargeat the solid–electrolyte interface of σs = −0.2 C/m2 = −124.8·1012 |e|/cm2 as a functionof distance from the interface. The squares indicate for each salt concentration thecalculated values of the Debye screening length: 0.3 nm for the 1M, 3 nm for the 10mMand 31 nm for the 0.1mM NaCl solution. The Debye screening length is defined ineq. (8.5) and is shown as a function of concentration for a monovalent salt such as NaClin Fig. 8.2. For a monovalent salt the nominal value of the salt concentration is equalto the ionic strength (eq. (8.9)) which is a measure for the screening of charges in asolution.
 Figure 8.3 shows the resulting ion distribution for the 0.1M NaCl electrolyte. Themultiples of the Debye screening lengths are indicated by the vertical lines. The negativesurface charge is screened by the positive Na+ ions (solid line) which are attractedto the surface whereas the negatively charged Cl– ions (dotted line) are repelled fromthe surface. At about 5 nm, both ions again reach their equilibrium distribution of0.1M. One can see a clear weakness of the Poisson–Boltzmann equation, namely thations are allowed to come infinitely close to the interface where they reach very highconcentrations.
 The Gouy–Chapman solution can also be used to assess the linearization of the
 1The SI-unit for the molar concentration (or molarity) is mol/m3. However, typically the unit ‘molar’(M = mole/liter) is used. 1M = 1mol/l = 1000mol/m3
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 Figure 8.2.: Debye screening length as a function of salt concentration for a monovalentsalt such as NaCl showing typical length scales
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 Poisson–Boltzmann equation (Debye–Huckel approximation, Section 8.2). In this ap-proximation, surface charge σs and surface potential φs can be related through the basiccapacitor equation
 σs = φsCDL, (8.2)
 where CDL is the capacitance per unit area of the electric double layer. This approxima-tion is only valid for low potentials (up to several tens of mV) where the surface chargedensity is proportional to the surface potential. The validity of this approximation is
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 Figure 8.4.: Calculated surface potential (squares) as a function of surface charge forNaCl at different salt concentrations. The solid lines show the analyticalsolution of the Grahame equation for a monovalent salt whereas the dottedlines are the solutions of the Debye–Huckel approximation. Only for highsalt concentrations or small surface charges, the linear relation of surfacecharge and surface potential is fulfilled.
 better for higher salt concentrations.Figure 8.4 shows the surface potential at the solid–liquid interface as a function of
 interface charge for the monovalent salt NaCl at different salt concentrations calculatednumerically with the Poisson–Boltzmann equation (squares). The solid lines are theanalytical solutions of the Grahame equation (eq. (8.1)) for a monovalent salt demon-strating that our calculations are correct. The dotted lines have been calculated usingthe Debye–Huckel approximation (eq. (8.7)). It can be clearly seen that only for high saltconcentrations or small surface charges the linearization is valid. In Fig. 8.4, for 0.1MNaCl, σs = −0.025 C/m2 and the numerically calculated value of the surface potentialφs = −33mV, a capacitance per unit area of CDL = 77 μF/cm2 is obtained accordingto eq. (8.2). Very often, the double layer capacitance is instead approximated by theparallel plate capacity per unit area
 CDL,‖ =ε0εrκ−1
 . (8.3)
 Here, the Debye screening length κ−1 has the meaning of an (effective) ‘thickness’ of theelectric double layer. In this case, using κ−1 = 0.96 nm and εr = 78, a capacity per unitarea of CDL,‖ = 72 μF/cm2 is obtained. In the latter case, the capacity does not dependon the surface charge density. It only depends on the salt concentration through theDebye screening length. Hence, the ability to store charge, i.e. the capacity, increasesfor higher salt concentrations.The numerical Poisson–Boltzmann calculations for the capacitance (using the same
 data as in Fig. 8.4) are shown in Fig. 8.5. The capacitance increases rapidly for higher
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 Figure 8.5.: Calculated capacitance of the electric double layer at different salt concen-trations. The capacitance has a nearly constant value only for very smallpotentials.
 potentials but at very small surface potentials, the capacitance is equal to the approxi-mation of eq. (8.3). This is expected because in the limit of low potentials, the solutionof the Poisson–Boltzmann equation must converge to the solution of the Debye–Huckelequation.
 The following effects are not taken into account in this model: Ion-correlation, sterichindrance, finite ion size, ion adsorption, fixed charge distribution away from the inter-faces (e.g. adsorbed molecules), hydrophobic or hydrophilic surfaces. Improvements ofthe Gouy–Chapman model very often discussed in literature are the Stern and Helmholtzlayers. These models are useful in terms of giving a qualitative picture of the electricdouble layer and have been discussed in detail in Ref. [Lub06]. However, they are practi-cally not very useful as in general no parameters for typical length scales, charge densityaccumulations and dielectric constants of specific arrangements are available introducingtoo many adjustable fitting parameters to the system. Therefore we chose to improve ourelectrolyte model by implementing a recently developed approach that uses potentials ofmean force. Additionally, this model also allows for the description of hydrophilic andhydrophobic interfaces. This leads to a so-called extended Poisson–Boltzmann equationwhich is described in Section 8.4. Later, we will apply this model to graphene anddiamond based biosensors and compare results with experiment.
 8.2. Debye–Huckel approximation
 The full Poisson–Boltzmann equation is a nonlinear differential equation for the elec-trostatic potential and describes long-ranged electrostatic interactions quite accurately.Very often, one is interested in reducing it to a simpler form which can be solved analyt-ically. Within the Debye–Huckel (DH) approximation, the Poisson–Boltzmann equation
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 is linearized by expanding the exponential of eq. (7.3) up to first order in φ so that thepotential distribution in the electrolyte is governed by(∇2 − κ2
 )φ(x) = 0, (8.4)
 where the Debye screening length is given by
 κ−1 =
 (N∑i=1
 εrε0kBT
 (zie)2ci,0
 )1/2
 . (8.5)
 The symbols have the same meaning as in eq. (7.3). The Debye screening length is oftenused as a descriptive parameter of the system of investigation and is of the order of afew nanometers. For instance, for an electrolyte with a planar surface at x0 = 0nm, thesolution that satisfies the one-dimensional variant of eq. (8.4) is given by
 φ(x) = φDH exp(−κx), (8.6)
 where φDH is the Debye–Huckel potential at x0. It is related to the (effective) surfacecharge density σDH at x0 as follows (compare with eq. (8.2) and eq. (8.3))
 σDH =εrε0φDH
 κ−1. (8.7)
 One should keep in mind that the Debye–Huckel equation is only applicable for lowelectrostatic potentials where it holds
 eφ(x) � kBT. (8.8)
 Effectively a diffuse double layer at low potential behaves like a parallel plate capacitorwhere the electrochemical double layer capacitance per unit area can be estimated byeq. (8.3). Therefore, κ−1 is often termed the ‘thickness’ of the double layer althoughthis is somehow imprecise as the thickness is larger (compare with Fig. 8.3). For largerpotentials the actual surface charge density σs or surface potential φs are substantiallydifferent from σDH and φDH (compare with Fig. 8.4). Typically, the Debye–Huckelapproximation is used to estimate surface potentials and it is not used in numericalcalculations. In Chapter 7 we compared the validity of the DH approximation to thePoisson–Boltzmann equation by solving both equations numerically for a situation wherethe electrolyte region contains a charged region of amino acids close to the surface.
 8.3. Buffer solutions
 In Chapter 7 we applied a Poisson–Boltzmann model to a silicon protein sensor wherewe have added a sophisticated model to our electrolyte that takes into account buffer ionconcentrations as a function of pH value. To calculate the concentrations of the bufferions, we briefly sketch the relevant equations that have been implemented into our self-consistent algorithm. While the details of buffer solutions have been described in detail in
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 Ref. [BE96] and are thus widely known, to our knowledge these equations have not beenconsidered so far when modeling the pH dependence of solid–liquid systems. However,this is important as the buffer ion concentrations and thus the screening behavior ofelectrolytes, as well as chemical or biological reactions, depend strongly on the pH value.Therefore, it is useful to study the behavior of biosensors at various pH values, and atvarious salt concentrations using monovalent and divalent salts. Theoretical models thatreproduce experimental results for a particular pH value can then be benchmarked if theywill also work at other pH values and for other salt properties. If they do, this givesconfidence into the model.
 8.3.1. Ionic strength
 The ionic strength of the electrolyte is defined as
 I(x) =1
 2
 N∑i=1
 ci(x)z2i , (8.9)
 where N is the number of all different ion species that are present in the electrolyte, ci isthe concentration and zi is the valency of the ion species i. Because the concentrations ofthe ions in the vicinity of the semiconductor surface depend on the spatial coordinates,our algorithm allows for a spatially varying ionic strength. In physiological systems theionic strength is of the order 150mM.
 8.3.2. Effect of temperature on buffers
 The parameter dpKa/dT defines the change in pKa with temperature. This quantitydepends on the buffer, and can be negative or positive or even close to zero. Thus thetemperature dependent pKa,T value is given by
 pKa,T = pKa + dpKa/dT · (T − 298.15K) . (8.10)
 Here, T is given in units of Kelvin and the ‘thermodynamic’ pKa value is defined for25 ◦C.
 8.3.3. Debye–Huckel relationship
 When using biological sensors, the pH is typically adjusted by titration and can be mea-sured. Thus the pH of the bulk electrolyte is an input quantity for our simulations.Knowing the pH, one can calculate the concentrations of the buffer ions taking intoaccount the temperature and the ionic strength of the solution. The pK ′
 a,T value deter-mines the concentrations of the buffer ions but itself depends on the ionic strength I(x)and on temperature T . As the ionic strength depends on the concentrations of the bufferions, we have to solve this nonlinear equation self-consistently by an iterative scheme.The usually employed Debye–Huckel relationship reads
 pK ′a,T = pKa,T + (2za − 1)
 [A√I
 1 +√I− 0.1 · I
 ], (8.11)
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 where pK ′a,T is called the ‘modified’ (or ‘apparent’ or ‘working’) pKa value, za is the
 charge on the conjugate acid species and the constant A(T ) depends on the temperatureof the solution. The value of A is around 0.5 (at T = 0 ◦C: A = 0.4918, at T = 100 ◦C:A = 0.6086). pK ′
 a,T (x) is a function of position x because the ionic strength I(x) is afunction of position whereas pKa,T only depends on the temperature.
 8.3.4. Henderson–Hasselbalch equation
 The Henderson–Hasselbalch equation
 pH = pK ′a,T + log10
 [base]
 [acid], (8.12)
 relates the pH of the electrolyte to the pK ′a,T of the conjugate acid–base pair and the
 relative concentrations of acid and base. Since all quantities of this equation dependon spatial coordinates, the local pH value is also a function of position. In the vicinityof the semiconductor surface, the local pH therefore differs from the pH of the bulkelectrolyte. Most buffers involve only one chemical reaction, thus a single pKa valueis sufficient. Some buffers are more complicated and involve three reactions, e.g. thephosphate buffer saline (PBS) solution, which is used in Chapter 7, requires three pKai
 values (i = 1, 2, 3). As the concentrations of the ions also depend on the electrostaticpotential through the Poisson–Boltzmann equation (eq. (1.1) and eq. (7.3)) – which isinfluenced by the Schrodinger equation that determines the quantum mechanical chargedensity in the semiconductor device region – it is clear that only a numerical approachis feasible to solve this coupled system of equations self-consistently.
 8.3.5. Phosphate buffer
 Phosphate buffer saline (PBS) is made of orthophosphoric acid H3PO4 and shows threedissociation reactions:
 H3PO4
 pK′a1,T−−−−−⇀↽−−−−− H2PO
 −4 +H+
 pK′a2,T−−−−−⇀↽−−−−− HPO2−
 4 + 2H+pK′
 a3,T−−−−−⇀↽−−−−− PO3−4 + 3H+ (8.13)
 Using the Henderson–Hasselbalch equation (eq. (8.12)), the concentrations of the in-volved ions can be calculated by the following formulas:
 [H3PO4] =[PBS]
 1 + 10pH−pK′a1,T ·
 (1 + 10pH−pK′
 a2,T ·(1 + 10pH−pK′
 a3,T
 )) (8.14)
 [H2PO−4 ] = [H3PO4] · 10pH−pK′
 a1,T (8.15)
 [HPO2−4 ] = [H2PO
 −4 ] · 10pH−pK′
 a2,T (8.16)
 [PO3−4 ] = [HPO2−
 4 ] · 10pH−pK′a3,T (8.17)
 [Na+] = −z1[H2PO−4 ]− z2[HPO2−
 4 ]− z3[PO3−4 ] (8.18)
 Here, z1 = −1, z2 = −2 and z3 = −3 are the valencies of the respective ions H2PO–4,
 HPO2–4 and PO3–
 4 . In our implementation, the concentration of the PBS buffer and the
 146
 8.3. Buffer solutions
 Figure 8.6.: Calculated concentrations of the buffer ions (solid lines) of the phosphatebuffer saline (PBS) solution as a function of pH. At small and large pH val-ues, the ionic strength (dashed line) strongly increases due to the increasein [H3O
 +] and [OH–] concentrations, and their corresponding anions andcations. The influence of the valency on ionic strength (quadratic depen-dence, see eq. (8.9)) is noticeable for [HPO2–
 4 ].
 pH in the bulk electrolyte are fixed. However, the local value for the pH depends onthe local concentration of H3O
 + ions. The concentrations of the buffer ions [H2PO–4],
 [HPO2–4 ], [PO3–
 4 ] and [Na+] are then calculated using the parameters listed in Table 8.1.For a given local value of pH, equations (8.9), (8.11) and (8.12) (i.e. equations (8.14),(8.15), (8.16), (8.17) and (8.18)) have to be solved self-consistently in an iterative man-ner. Figure 8.6 shows the concentrations of the buffer ions and the ionic strength as afunction of pH for a 1mM PBS buffer. The second column (0mM KCl) of Table 7.1 liststhese values at pH = 7.5 (vertical dotted line in Fig. 8.6).
 Table 8.1.: Buffer parameters: Phosphate buffer saline (PBS)
 Symbol Value Units
 pKa1(25◦C) 2.15
 pKa2(25◦C) 7.21
 pKa3(25◦C) 12.33
 dpKa1/dT 0.0044 K−1
 dpKa2/dT −0.0028 K−1
 dpKa3/dT −0.026 K−1
 za1 0za2 −1za3 −2A(25 ◦C) 0.5114
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Chapter 8. Extension to the Poisson–Boltzmann equation
 8.4. Extended Poisson–Boltzmann equation: Potentials ofMean Force
 Various corrections to the Poisson–Boltzmann equation have been proposed and arereviewed in Ref. [BKN+05]. In this section we describe the extended Poisson–Boltzmann(ePB) equation that includes corrections through a potential energy term. It treats thelong-ranged electrostatic interactions between ions and the net surface charge and amongthe ions at finite bulk salt concentrations ci,0 on an approximate mean-field level andsimultaneously takes into account ion-specific surface interactions through potentials ofmean force (PMF). The PMFs are defined for each ion depending on a hydrophobic(nonpolar) or hydrophilic (polar) solid–electrolyte interface. This approach is based onthe work of Schwierz, Horinek and Netz [SHN10] and allows us to distinguish betweenthe behavior of different ions, like that the repulsion of F– ions is much stronger thanfor Cl– or I– ions at hydrophobic surfaces. They published fitting functions for thePMFs obtained from molecular dynamics simulations that we will use throughout thisthesis. In fact, these functions have been obtained from hydrophobic CH3-terminatedand from hydrophilic OH–-terminated self-assembled monolayers and are valid for planarsurfaces. In the following chapters we apply this model to diamond and graphene basedsensor structures. Obviously, our interfaces are different compared to self-assembledmonolayers. Thus we consider the provided fitting functions as a model system in orderto be able to compare hydrophobic vs. hydrophilic semiconductor–electrolyte interfaces.The ion density in the electrolyte is now given by
 ρ(x) =
 N∑i=1
 zieci,0 exp
 (−zie (φ (x)− UG) + VPMF,i(x)
 kBT
 ), (8.19)
 where the potential energy term VPMF,i(x) is the spatially varying potential of meanforce of ion species i. The other symbols have the same meaning as in eq. (7.3). ThePMFs are only relevant in the vicinity of the interface (0 nm to 1.4 nm) and introducea repulsive term which prevents the unphysical situation of too many ions coming tooclose to the surface.Instead of assuming a constant value of ε
 H2Or = 78 for the dielectric constant of water,
 for all PMF calculations a local dielectric constant for the electrolyte based on the waterdensity will be employed, hence including effects such as the water replacement by thedistribution of ions at surfaces. We assume the local dielectric constant εr(x) that entersthe Poisson–Boltzmann equation to vary in the electrolyte as a function of distance xfrom the solid–liquid interface at x0 = 0nm like
 εr(x) = εr,s +(εH2Or − εr,s
 ) ρH2O(x)
 ρH2O0
 . (8.20)
 Here, the dielectric constant is assumed to be proportional to the water density profile
 ρH2O(x) (see Fig. 8.7) where ρH2O0 is the bulk density of water. This density profile
 has been obtained by a fitting function. The fitting parameters were chosen to match
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 the according profiles obtained from molecular dynamics simulations (see [SHN10]). Infact, this density profile is different for hydrophobic compared to hydrophilic surfacesas shown in Fig. 8.8. Thus the microscopic structuring of water in the vicinity of anonpolar or a polar solid wall is taken into account in our model. εr,s is the relativedielectric constant at the surface of the electrolyte which can be the constant of e.g.a self-assembled monolayer or the constant of vacuum (εr,s = 1) if there is a distanceof a few Angstrom where there are no ions or water molecules at the solid–electrolyteinterface. For the calculations in this section, we assume εr,s = 4 as in Ref. [SHN10]for a self-assembled monolayer but in the following sections on graphene and diamond
 Figure 8.7.: Spatially varying static dielectric constant εr(x) (red dotted line) of the elec-trolyte at a hydrophobic solid–liquid interface according to the parametersof Ref. [SHN10]. The static dielectric constant varies from εr = 1 at theinterface to εr = 78 in the bulk electrolyte. It is proportional to the waterdensity profile (black solid line).
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 Figure 8.8.: Resulting water density profile (fitting function) at hydrophobic (solid line)and hydrophilic (dotted line) solid–liquid interfaces.
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 Figure 8.9.: Ionic potentials of mean force (PMF) for the ions Na+ (black lines) andI– (red lines) at a hydrophobic (solid lines) and a hydrophilic solid–liquidinterface (dotted lines). The interface is at 0 nm, and the PMFs are zerobeyond 1.4 nm indicated by the vertical line.
 based sensors we use εr,s = 1. The water density only varies along the first 2 nm awayfrom the interface. The water is depleted from the interface in the hydrophobic caseby approximately 0.3 nm. In general, the water density profile will differ slightly fordifferent solids, e.g. it was found that for diamond and graphene the spatial variation ofthe density had roughly the same shape but the maxima and minima in graphene weremore pronounced leading to a slightly different dielectric constant profile. The reasonfor this is probably that the first atomic layer (which has by far the biggest influence) ofgraphene is denser than the first layer of diamond [Bon]. For the purpose of our modelwhere we are mainly interested in qualitative trends, these deviations are thus negligiblefrom our current point of view. However, as we show in Fig. 10.14, a shift of the waterdensity profile of ±0.05 nm, i.e. a shift in the onset, changes the results slightly. Incontrast, we found that shifting the PMFs by this amount has only negligible influence.In fact, the PMFs are quite robust, for instance calculations on various hydrophobicsurfaces showed nice agreement [Net]. This gives us confidence in applying the PMFs,derived for the interface of self-assembled monolayers in contact to water, to our grapheneand diamond based solid–liquid interfaces in the next two chapters.
 As a simple example to illustrate the extended Poisson–Boltzmann equation, we modela 50 nm electrolyte solution containing 1M or 10mM of NaI. It is the example used bySchwierz et al., where they compared their predictions of ion distributions at varioussalt concentration successfully against molecular dynamics simulations, demonstratingthe robustness of the extended PB equation. We assume solid interfaces at the left andright boundary of the electrolyte that are either both hydrophobic or hydrophilic.
 Figure 8.9 shows the PMF of Na+ and I– ions at hydrophobic and hydrophilic surfacesas a function of distance from the interface (see Supporting Information of Ref. [SHN10]
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 for more detailed information). Very large values for the potential energies indicatestrong repulsion of the ions, implying no ions close to the surface. The repulsion of ionsat hydrophobic interfaces is obviously stronger. Further away from the interface therepulsion is modulated by the water density, and there is even a region of attraction forI– at around 0.6 nm for the hydrophobic interface. However, we note that the actualshape of the potentials of mean force does not have much influence on our calculationsin Chapter 9 and Chapter 10 because we are interested in the carrier density in the solid,and not so much in the actual ion distribution in the electrolyte. What has significantinfluence is the onset of the strong repulsion of the ions, and the dielectric constant ofwater. As these two ingredients strongly differ for hydrophobic and hydrophilic solids,significantly different results are obtained for these two cases. Additionally, when com-pletely ignoring PMFs as in the standard Poisson–Boltzmann model (PB), the resultswill be even more different. In any case, the hydrophilic results are expected to lie inbetween the results of the hydrophobic and the PB model. In this thesis we are inter-ested in showing the differences among the three models: hydrophobic solid, hydrophilicsolid, standard Poisson–Boltzmann model. In most cases our interfaces are charged (e.g.the charge in a two-dimensional electron gas in the solid), thus always the ion type withthe opposite charge strongly dominates the ion concentration profiles at the interfaceand its concentration is much higher than its equilibrium concentration. Consequently,we do not care much about the tiny modulations in the PMF profiles. They are how-ever noticeable for uncharged solid interfaces. In this case the ion concentration profilesoscillate around their equilibrium value to a lesser extent and thus strongly follow theshape of their PMFs. This can be seen for the hydrophobic case in Fig. 8.10 and for thehydrophilic case in Fig. 8.11, respectively, where the concentrations of the Na+ ions areshown in red, and the I– ions in black. The vertical lines indicate the barrier from whereon the PMFs are zero and the usual Poisson–Boltzmann screening behavior takes place.The concentration of I– ions is stronger at the hydrophobic surface than for Na+ ionsindicating that their adsorption is stronger. This situation is reversed at hydrophilicsurfaces. In both cases the preference of one ion over the other decreases with increasingionic strength. Thus the shapes of the ion density profiles ci/ci,0 for 1M (solid lines) and10mM solutions (dotted lines) are not identical, although within our model, the waterdensity and the PMFs are independent of the equilibrium concentration of the salt inthe solution. A self-consistent solution of the extended Poisson–Boltzmann equation notonly takes into account the PMFs and the water density but also takes care of the localelectrostatic potential and the spatial variation of the ionic strength (eq. (8.9)) thatdominates the complicated overall screening behavior of the electrolyte at the interface.The results of our calculations show perfect agreement to Fig. 3(A) and Fig. 3(C) ofRef. [SHN10].Figure 8.12 shows the electrostatic potential −φ(x) for the hydrophobic surface for
 1M (solid lines) and 10mM (dotted lines) NaI solutions. The 1M solution has a higherionic strength and thus interface effects vanish after approximately 2 nm completely,whereas for the 10mM solution the screening is not so effective. The red lines show thesame data on a logarithmic scale (arrows) which are in perfect agreement to Fig. 4(A)of Ref. [SHN10].
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 Figure 8.10.: Ion concentration profiles of 1M (solid lines) and 10mM (dotted lines) NaIsolution at a hydrophobic (nonpolar) surface (Na+ ions: red lines, I– ionsblack lines)
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 Figure 8.11.: Ion concentration profiles of 1M (solid lines) and 10mM (dotted lines) NaIsolution at a hydrophilic (polar) surface (Na+ ions: red lines, I– ions blacklines)
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 Figure 8.12.: Electrostatic potential of 1M (solid lines) and 10mM NaI (dotted lines)solution at a hydrophobic surface. The red lines show the same data on alogarithmic scale (arrows).
 In the following two sections, our electrolytes contain Na+ and Cl– ions, thereforewe show their potentials of mean force (PMF) for the hydrophobic (solid lines) andhydrophilic interfaces (dotted lines) in Fig. 8.13. We note that the PMF for Na+ ionsis identical to the one of Fig. 8.9. The PMFs are zero beyond 1.4 nm indicated by thevertical line. One can clearly see that the PMFs for the hydrophobic interface repel theions strongly for distances below 0.4 nm from the interface.
 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
 -20
 0
 20
 40
 60
 80
 100
 V PMF (k
 BT)
 V P MF (m
 eV) a
 t T =
 298
 .15
 K
 position (nm)
 hydrophobic Na+
 hydrophobic Cl-
 hydrophilic Na+
 hydrophilic Cl-
 -1
 0
 1
 2
 3
 4
 Figure 8.13.: Ionic potentials of mean force (PMF) for the ions Na+ (black lines) andCl– (red lines) at a hydrophobic (solid lines) and a hydrophilic solid–liquidinterface (dotted lines). The PMFs repel the ions strongly for distancesbelow 0.4 nm from the interface for the hydrophobic case.
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9. Modeling graphene based solution gatedfield-effect transistors
 In this chapter we model graphene based solution gated field-effect transistors (SGFET).First, we discuss the band structure of graphene. Then we compare the density andcapacitance of ideal graphene layers with graphene layers that are subject to potentialfluctuations. Finally, we model graphene based sensors in liquid environments. We applyour new extended Poisson–Boltzmann approach (see Section 8.4) and compare its resultsto simpler models and to experiment. The effect of the solution-gate potential on theelectronic properties of graphene is explained using a model that takes into account themicroscopic structure of water at the graphene–electrolyte interface.
 9.1. Band structure of graphene
 Graphene is a two-dimensional crystal which consists of a monolayer of graphite. Al-though its band structure and related properties have been studied and known sincedecades [Wal74], only recently the material has been subject of intensive research world-wide mainly due to its exceptional physical properties and numerous potential appli-cations in electronics but also due to its low-cost fabrication techniques (e.g. ‘Scotchtape technique’). Eventually, in 2010 the Nobel prize was awarded to A. Geim andK. Novoselov for their pioneering work [NGM+04]. Compared to silicon, graphene showssuperior chemical stability and is expected to be bio-inert which makes it an ideal ma-terial for biosensor and bioelectronic applications. Its electronic properties allow it tooutperform silicon for sensing devices because graphene is an ideal two-dimensional sys-tem with very high mobilities for both electrons and holes even at room temperature. Inaddition, it is sensitive to environmental conditions and charge adsorption. So far mostof the reports on graphene field-effect transistors have addressed operation under vacuumor atmospheric conditions. Recently also operation under aqueous electrolyte environ-ments were demonstrated for pH sensing and protein adsorption [ACWL08, HCM+09].A summary of the technological challenges and references to recent work can be found inRef. [DHL+10]. However, a detailed understanding of the graphene–electrolyte interfaceand the effect of the electrolyte on the electronic transport in graphene is still lacking.The former will be addressed in this thesis.
 In this section we analyze the band structure of graphene using a tight-binding ap-proach in the nearest-neighbor (nn) and third-nearest-neighbor (3rd-nn) approximation.We compare three different sets of parameters with the widely used linear E(k) relation-ship.
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 Figure 9.1.: Calculated band structure of graphene using the tight-binding method. Con-duction band π∗ (upper part) and valence band π (lower part) of graphenealong special high symmetry directions in the two-dimensional hexagonalBrillouin zone for different models.
 The conduction (E+) and valence band energies (E−) can be calculated by
 E± =E2p ∓ γ0w(k)
 1∓ s0w(k), (9.1)
 where E2p is the site energy (orbital energy) of the 2pz atomic orbital, and γ0 is the C–Ctransfer energy which is typically in the interval −3 eV < γ0 < −2.5 eV. The overlapof the electronic wave function on adjacent sites is denoted with s0. Since it is a smallvalue, it is often neglected. Finally, w(k) is given by [SK01]
 w(k) =
 √1 + 4 cos
 aky2
 cos
 √3akx2
 + 4 cos2aky2. (9.2)
 Figure 9.1 shows the conduction band π∗ (E+) and valence band π (E−) of graphenealong special high symmetry directions in the two-dimensional hexagonal Brillouin zonein k space. The high symmetry points that are used in this graph (from left to right) are:
 K =(0, 23
 )2πa , Γ = (0, 0), M =
 (√13 , 0
 )2πa , K′ =
 (√13 ,
 13
 )2πa . The blue solid lines are
 the third-nearest-neighbor tight-binding approximation using the parameters of Reichet al. [RMTO02]. Using this set of parameters, the band gap at the K and K′ pointsis not exactly zero. The red dashed lines are the nearest-neighbor approximation usingthe parameters of Saito [SK01]. They are nonsymmetric with respect to the electronand hole dispersion and are close to calculations from first principles and experimental
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 9.1. Band structure of graphene
 Figure 9.2.: Calculated energy dispersion E(kx, ky) of graphene using the parameters ofSaito with s0 = 0.129 in the nearest-neighbor approximation. The upperpart refers to the conduction band, the lower part to the valence band.At the six Dirac points where the conduction band edge energy equals thevalence band edge energy, the dispersion becomes linear.
 data. Setting s0 = 0 yields the green dotted lines that are symmetric with respect tothe Fermi level EF = 0 eV. Then the dispersion of both π∗ and π is the same (apartfrom the sign). In this case the splitting energy at Γ is three times as large as at the Mpoint (indicated by the arrows). The black dash-dotted lines correspond to the linearE(k) relationship that is typically used (k · p approximation or linear expansion). It isvalid at the K and K′ points for low energies, and this is the approximation that we willuse in the following sections. The linear dispersion is independent of the parameter s0.Thus for small values of k (with respect to the K point), the energy dispersion can beapproximated by a linear dispersion relation
 E(k) = E2p ± hvF |k| = E2p ±√3γ0
 a
 2k, (9.3)
 where a is the lattice constant of graphene (a = 0.24612 nm), k =(k2x + k2y
 )1/2and the
 Fermi velocity of the charge carriers is given by vF =√3 |γ0| a
 2h∼= 0.98·106m/s ∼= 0.003c,
 where c is the velocity of light. At the K and K′ points, the band gap is zero.
 Figure 9.2 shows the calculated energy dispersion E(kx, ky) of graphene using theparameters of Saito with s0 = 0.129 in the nearest-neighbor approximation. The upperpart refers to the conduction band, the lower part to the valence band. They are notsymmetric for the parameterization of Saito (see Fig. 9.1). At the six Dirac points (threeK and three K′ points) where the conduction band edge energy equals the valence bandedge energy, and thus the band gap is zero, the dispersion becomes linear. The point inthe middle is the Γ point. The x axis shows kx within the interval [−2/3, 2/3] 2πa , thesame holds for ky.
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 9.2. Density and capacitance of graphene films
 In this section, we calculate the density in graphene layers according to Ref. [FKXJ07]assuming a linear energy dispersion E(k) leading to symmetric electron densities n andhole densities p with respect to |η|. They are calculated to be
 n =2
 π
 (kBT
 hvF
 )2
 F1 (+η) (9.4)
 p =2
 π
 (kBT
 hvF
 )2
 F1 (−η) , (9.5)
 where the Fermi velocity vF of the charge carriers in graphene was chosen to be vF =0.98 · 106m/s. F1 is the Fermi–Dirac integral of the order 1 having η = (EF − ED) /kBTas its argument, where the position of the Fermi level EF relative to the Dirac pointED determines the charge density. Usually ED is assumed to be at ED,0 = 0 eV dueto the symmetry of the energy dispersion. Fermi–Dirac integrals of any order can beevaluated numerically very efficiently using approximation formulas [Ant93]. For reasonsthat become clear in the next section, we assume the Fermi level to be constant and fixedat EF = 0 eV, i.e. the position of the Dirac point equals 0 eV only in the case of zeroelectrostatic potential
 ED = ED,0 − eφ(x). (9.6)
 Figure 9.3 shows the calculated electron and hole sheet carrier densities as a functionof the position of the Fermi level at room temperature. Usually one is interested in smallFermi level variations. Figure 9.4 shows the same data in the regime of lower appliedvoltages (zoom of Fig. 9.3).
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 Figure 9.3.: Calculated electron and hole sheet densities in graphene as a function ofposition of the Fermi level for T = 300K.
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 Figure 9.4.: Calculated electron and hole sheet densities in graphene as a function ofposition of the Fermi level for T = 300K in the low voltage regime.
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 Figure 9.5.: Quantum capacitance of an ideal graphene layer at room temperature.
 The quantum capacitance, C = ∂Q/∂U , of ideal graphene is shown in Fig. 9.5. It isobtained by calculating the derivative of the total charge, Q = n + p, with respect tothe voltage (i.e. local channel electrostatic potential).
 An improvement to this ideal quantum capacitance model has been proposed by Xuet al. [XZP11]. They assumed that a real graphene layer differs from a perfect graphenelayer due to potential fluctuations that obey a Gaussian distribution. The potentialfluctuations lead to a fluctuation of the local density of states. They calculated the
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 Figure 9.6.: Quantum capacitance of a nonideal graphene layer at room temperature fordifferent values of the potential fluctuations.
 average quantum capacitance of a large graphene sheet with fluctuating local potential bya microscopic capacitance model in which the macroscopic graphene plane is divided intoN small cells with the same area. Essentially, they view the graphene plane as composedof many cells connected in parallel. We implemented their model slightly differently asour numerical Schrodinger–Poisson solver needs an expression for the density rather thanthe capacitance. The density in graphene including potential energy fluctuations δE isthus given by
 n′(EFD, δE) =
 ∫ ∞
 −∞n(E)P (E,EFD, δE)dE, (9.7)
 where EFD = EF − ED is the difference in energy of the Fermi level with respect tothe Dirac point, and n(E) is the equation for the density in ideal graphene (eq. (9.4)and eq. (9.5)). The potential energy fluctuations are assumed to follow a Gaussiandistribution given by
 P (E,EFD, δE) =1√
 2πδEexp
 (−(E − EFD)
 2
 2δE2
 ). (9.8)
 Using this model, the quantum capacitance with respect to the voltage is shown inFig. 9.6 for five different values of the potential fluctuation. In order to compare ourresults with the calculations of Xu et al., we used a Fermi velocity of 1.15 · 106 m/sin this figure. Only the quantum capacitance at low voltages is affected by potentialfluctuations where they are responsible for the lower limit of the quantum capacitance.For large voltages the potential fluctuations are negligible because the density is alreadyvery high.Finally, Fig. 9.7 shows the calculated intrinsic carrier density in thermal equilibrium
 and under no external perturbation (V = 0) where the Fermi level is at the Dirac point,
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 Figure 9.7.: Calculated intrinsic sheet carrier density in graphene vs. temperature. Thearrow indicates the intrinsic carrier density at room temperature.
 i.e. exactly in the middle of the (zero) band gap energy. The intrinsic carrier densitydepends quadratically on the temperature. At room temperature (T = 300K) it is aboutni = pi = 8.5 · 1010 cm−2.
 9.3. Results: Modeling graphene based sensors in liquidenvironments
 In this section we describe our approach for modeling graphene based sensors in liq-uid environments and present our results. First we discuss the operation principle of agraphene solution-gated field-effect transistor. Figure 9.8 shows the effective modulationof the graphene conductivity by the electrolyte potential. Using the concept of an ide-ally polarizable graphene–electrolyte interface, the modulation of the conductivity by theelectrolyte potential can be described as follows: The reference electrode is used to con-trol the potential at the graphene–electrolyte interface. An applied gate potential fixesthe potential drop between the Fermi level EF in graphene and the reference electrode.From now on, the electrolyte potential will be referred to as gate potential UG. For gatepotentials more negative than the Dirac point (left part of figure), the position of EF isdriven further below the valence band maximum, increasing the number of holes in thegraphene film and thus the conductivity. If the potential is reversed and more positivegate potentials are applied (right part of figure), EF in the graphene film will be pushedabove the conduction band minimum, increasing the number of electrons in graphene.This symmetric switching between electrons and holes is due to the semimetallic natureof graphene (see Fig. 9.3, Fig. 9.4). Therefore, the applied gate voltage modulates boththe type and the number of free carriers. However, in order to fully understand themodulation of the carrier density in graphene by the electrolyte potential, it is necessary
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 Figure 9.8.: Operation principle of a graphene solution-gated field-effect transistor. Theschematic drawing demonstrates the modulation of the carrier density in thegraphene layer. The applied gate voltage UG with respect to the referenceelectrode shifts the Fermi level EF in graphene below (left) or above (right)the Dirac point, thus modulating both the type and the number of freecarriers. A negative value of UG leads to an access of holes (left) whereas apositive UG induces an electron gas (right).
 to examine the charge distribution at the graphene–electrolyte interface. An electricdouble layer is expected to form at an ideally polarizable electrode–electrolyte interface.For carbon based electrodes this interfacial layer is typically described by a double layercapacitance varying from a few μF/cm2 for diamond electrodes to a few tens of μF/cm2
 for graphite electrodes. For graphene not only the double layer capacitance is relevant.The quantum capacitance of the graphene film (Fig. 9.5, Fig. 9.6) must be taken intoaccount as well.A much simpler approach than ours for modeling liquid-gated graphene field-effect
 transistors has been presented by Heller et al. [HCM+09]. They compared liquid gatingvs. back gating and found a striking difference in gating efficiency, namely that theliquid gating is more efficient (strong coupling). They conclude that the strength of thegate coupling determines the induced potential shifts that tune the Dirac point relativeto the Fermi level, which in turn determines the number of electrons and holes in theconducting channel. They correctly point out that the total capacitance Ctotal (interfacialcapacitance) of liquid gating is a series capacitance of the liquid gate capacitance (electricdouble layer capacitance) CDL and the quantum capacitance CQ of graphene
 1
 Ctotal=
 1
 CDL+
 1
 CQ. (9.9)
 Consequently, the applied gate potential drops over these two capacitances and the ap-plied gate voltage cannot be directly assigned to the electrostatic potential in graphenesince part of the voltage drops in the electrolyte close to the surface. In the case of back
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 gating (weak coupling) where an insulating layer (SiO2) is below the graphene in Heller’ssample, the geometric capacitance of the oxide is in series to the quantum capacitance.Heller et al. calculate the total capacitance by assuming a constant value for the liquidgate capacitance based on a parallel plate capacitor model, although they mention thatit is in fact gate dependent. The parallel plate capacitance per unit area is given byeq. (8.3). They assume κ−1 = 1nm, corresponding to the Debye screening length of0.1M monovalent salt (compare with Fig. 8.2), and εr = 80 for water. Thus they derivea (constant) value for the liquid gate capacitance of 70 μF/cm2. In contrast, our modelallows us to take into account the gate dependent liquid gate capacitance, as well asa spatially varying dielectric constant εr for water. We calculated self-consistently thespatial charge ρ(x) and electrostatic potential φ(x) distribution in the SiC–graphene–electrolyte system by solving the nonlinear Poisson equation (eq. (1.1)). We use theDirichlet boundary condition φ(∞) = UG for the electrostatic potential in the bulk elec-trolyte which is determined by the voltage UG of the reference electrode (correspondingto zero net ion charge density in the electrolyte far away from the interface), and theNeumann boundary condition ∂φ
 ∂x = 0 V/m (vanishing electric field) deep in the SiClayer corresponding to overall charge neutrality. The sheet charge density in grapheneis calculated as described in Section 9.2. The Fermi level is assumed to be constant andfixed at EF = 0 eV, i.e. the energetic position of the Dirac point ED equals 0 eV only inthe case of zero electrostatic potential (eq. (9.6)). Consequently, an applied gate voltageUG in the electrolyte modifies the electrostatic potential in the graphene layer and thusalters its charge density by moving the Dirac point with respect to the Fermi level. Forthe graphene layer we assume a thickness of 0.334 nm, corresponding to half the latticespacing in graphite, i.e. the thickness of one monolayer. The dielectric constants of SiCand graphene were chosen to be εr = 10.3 and εr = 5.68, respectively, where the latter isactually the one for diamond. The dielectric constant in the electrolyte is proportionalto the water density according to Ref. [SHN10] (see Fig. 8.7) and varies from εr = 1 atthe interface to εr = 78 further away from the interface. The distribution of the ionsin the electrolyte is calculated using an extended Poisson–Boltzmann approach thattakes into account recently published [SHN10] ionic potentials of mean force (PMFs)VPMF,i(x) (i =
 {Na+,Cl−
 }). They were described in detail in Section 8.4. The ion den-
 sity is given by eq. (8.19). The temperature has been assumed to be room temperature(T = 298.15K). The Poisson equation has been discretized on a nonuniform grid usingthe finite differences method. It is solved numerically with a Newton–Raphson scheme.As CPU time is not critical (order of seconds) the grid spacing has been chosen to bevery small (0.02 nm) to resolve the fitting functions of the potentials of mean force rea-sonably well at the solid–liquid interface. More details on the simulation of the combinedsystem of semiconductor–electrolyte systems with the nextnano3 software are describedin Chapter 7. The PMFs describe hydrophobic (i.e. nonpolar) or hydrophilic (i.e. po-lar) solid–liquid interfaces and are based on fitting functions obtained from moleculardynamics simulations [SHN10]. They are shown in Fig. 8.13 together with the ones forhydrophilic interfaces. The PMFs have the effect of repelling the ions from the inter-face and are zero at distances larger than 1.4 nm from the interface. We compare thisapproach with the traditional Poisson–Boltzmann (PB) equation where no PMFs are
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 Figure 9.9.: Total ion density profile ρ(x) for applied gate potentials of UG = 0.2V (solidlines) and UG = 0.4V (dotted lines) for the hydrophobic solid–liquid inter-face (extended Poisson–Boltzmann model, black lines) and for the standardPoisson–Boltzmann approach (red lines). The gray rectangle indicates theregion where the potentials of mean force are nonzero. The 0.34 nm wide re-gion of zero charge at the solid–liquid interface in the case of the hydrophobicextended PB model corresponds to an effective ‘insulator thickness’.
 employed while assuming a constant value of εr = 78 for the static dielectric constantof the electrolyte. We find significant differences for both the spatial distribution of theresulting ion density and the electrostatic potential distribution. Figure 9.9 shows thecalculated total ion density profile ρ(x) for applied gate potentials of UG = 0.2V (solidlines) and UG = 0.4V (dotted lines) for the hydrophobic solid–liquid interface (extendedPoisson–Boltzmann model, black lines). The results of the standard Poisson–Boltzmannapproach (red lines) are shown for comparison. The gray rectangle indicates the regionwhere the potentials of mean force are nonzero. One can clearly see the effective ‘insula-tor thickness’, i.e. the 0.34 nm wide region of zero charge at the solid–liquid interface inthe case of the hydrophobic extended Poisson–Boltzmann model. For higher gate volt-ages, the Poisson–Boltzmann approach leads to unrealistically high ion concentrationsat the interface (not shown). We note that the integrated ion density in the electrolytecorresponds exactly to the sheet charge density in graphene due to the overall chargeneutrality requirement.
 Figure 9.10 shows the calculated electrostatic potential distribution for applied gatepotentials UG = 0.2V, UG = 0.4V and UG = 1.0V across the hydrophobic graphene–electrolyte interface (extended Poisson–Boltzmann, black solid lines). The results of thestandard Poisson–Boltzmann approach (red dashed lines) are shown for comparison. Inthe latter case, the potential drop in the electrolyte is very small, so that the appliedgate voltage nearly directly changes the Fermi level in the graphene layer with respectto the Dirac point. In the hydrophobic model, there is a significant potential drop inthe electrolyte in the region close to the interface where the total ion density is very low
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 Figure 9.10.: Electrostatic potential distribution for applied gate potentials UG = 0.2V,UG = 0.4V and UG = 1.0V across the hydrophobic graphene–electrolyteinterface (extended Poisson–Boltzmann model, black solid lines). The re-sults of the standard Poisson–Boltzmann approach (red dashed lines) areshown for comparison. In the hydrophobic model, there is a significantpotential drop in the electrolyte in the region close to the interface wherethe total ion density is very low (see Fig. 9.9).
 (see Fig. 9.9), resulting in a lower value of the electrostatic potential in the graphenelayer. Consequently, for the same gate voltage the carrier density is expected to belower in the hydrophobic model. Only results for positive UG are shown. The results fornegative UG are symmetric with respect to the potential axis for the PB model, and alsoroughly symmetric for the extended PB model apart from very small deviations due tothe different PMFs of the Na+ and Cl– ions.
 We also find differences in terms of integrated charge densities (sheet densities) andcapacitances among our two models. Figure 9.11 (left) shows the calculated carriersheet density in the graphene layer as a function of applied gate electrode potential UG
 for the hydrophobic solid–liquid interface using the extended Poisson–Boltzmann (ePB)approach (blue line). The results of the standard Poisson–Boltzmann (PB) approach(red line) are shown for comparison. The gray line shows the ‘quantum limit’ in bulkgraphene where a shift in the applied voltage corresponds directly to a shift of the Fermilevel with respect to the Dirac point, i.e. Egraphene
 F = eUG The upper x axis correspondsto the experimental results of in-solution Hall effect measurements of Ref. [DHL+10](blue dots), the lower x axis has been shifted so that the Dirac point is at UG = 0 eV.Close to the Dirac point, no experimental data is provided because it is difficult toestimate the number of carriers from Hall effect experiments in this case. The reason isthat the Hall voltage goes to zero if the number of holes and electrons is similar. FromFig. 9.4 and Fig. 9.7 (arrow) the density around the Dirac point at room temperatureis expected to be about 1011 cm−2. The experiment indicates a linear slope of theelectron density vs. (positive) gate voltage and a supralinear dependence for the hole
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 Figure 9.11.: Left: Calculated carrier sheet density in the graphene layer as a functionof applied gate electrode potential UG for the hydrophobic solid–liquidinterface using the extended Poisson–Boltzmann (ePB) model (blue line)and the standard Poisson–Boltzmann (PB) approach (red line). The grayline shows the quantum limit in bulk graphene where a shift in the appliedvoltage corresponds directly to a shift of the Fermi level with respect tothe Dirac point. The upper x axis corresponds to the experimental results(blue dots), the lower x axis has been shifted so that the Dirac point is atUG = 0 eV. Right: Calculated capacitance C = ∂Q/∂UG from the samedata. In each graph, the left half corresponds to holes, and the right halfto electrons. The blue dots are experimental data.
 density vs. (negative) gate voltage. In the case of the PB model, the potential drop in theelectrolyte is almost negligible (compare with Fig. 9.10), i.e. the electrostatic potential ingraphene approximately equals UG, resembling the ‘quantum limit’ situation. In the caseof the extended PB model, an important potential drop occurs in the electrolyte, whichstrongly reduces the effective electrostatic potential in the graphene film and thus thecarrier density. In any case, the graphene–electrolyte interface cannot be solely describedby the quantum capacitance since the experimental carrier density is much smaller thanpredicted by the quantum limit. The right part of this figure shows the calculatedcapacitance C = ∂Q/∂UG from the same data. The latter is defined as the derivativeof the total charge Q = e (p− n) in the graphene sheet with respect to the applied gatepotential UG. In each graph, the left half corresponds to holes, and the right half toelectrons. The qualitative agreement between theory and experiment is quite good for theelectrons. The hydrophobic model leads to results reasonably close to measured electrondensities in graphene. This also applies to the calculated capacitance as a functionof voltage which shows a similar behavior than the experimentally obtained values.
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 However, our results for the hole densities were much lower compared to experiment.Thus we were not able to reproduce the measured asymmetry with respect to the electronand hole densities. Consequently, also the asymmetry in the capacitance plot could notbe reproduced. We want to emphasize that we did not use any adjustable parameters forour calculations. Experimentally, also a clear asymmetry for electron and hole mobilitieswas found [DHL+10], with the electron mobility being noticeably higher than the holemobility for the same carrier concentration. The asymmetry in the charge densities ingraphene could possibly be explained by ion (OH–) adsorption at the graphene interface(similar as in diamond), which is only present at negative gate voltages [ACWL08].This effect has not been taken into account in our simulations. In our model, the pH hasbeen set to 7, thus the concentrations of OH– and H3O
 + ions are not relevant for thesimulations compared to the Na+ and Cl– concentrations of 100mM NaCl. The bufferions (5mM PBS buffer) have not been included in the simulations as they are nearly twoorders of magnitude lower and potentials of mean force are not yet available for them.We also did not take into account the presence of charged impurities that can inducechemical doping, which would significantly increase the number of carriers by shiftingthe Fermi level away from the Dirac point in the absence of a gate potential. Forsimplicity, pyroelectric charges at the SiC–graphene interface have not been consideredin our model. They arise due to the spontaneous polarization in hexagonal SiC–6H. Abuilt-in electric field at the SiC–graphene interface could lead to electron doping of thegraphene layer. Bilayer graphene has a different effective mass for electrons and holes.This would lead to asymmetry in the results for the carriers. It cannot be excluded withcertainty that some parts on the experimental samples consisted of bilayer instead ofsingle layer graphene.Figure 9.12 shows the interfacial capacitance of the graphene–electrolyte system as
 a function of applied gate electrode potential UG for the hydrophobic solid–liquid in-terface (extended Poisson–Boltzmann model, black solid line). The results of the stan-dard Poisson–Boltzmann approach (red dashed line) are shown for comparison. Theblue line shows the quantum limit of bulk graphene. These curves are the same asin Fig. 9.11 (right). The gray line corresponds to a simple plate capacitor model ofwidth d = 0.32 nm and a static dielectric constant of εr = 1. One can see that at largevoltages UG the plate capacitor model describes nicely the hydrophobic double layercapacitance whereas for small voltages the quantum capacitance of graphene dominates.The reason for this behavior is simply the fact that the interfacial capacitance is a seriescapacitance of the quantum capacitance of graphene and the double layer capacitanceof the electrolyte (eq. (9.9)). As shown in Fig. 9.6, potential fluctuations in grapheneincrease the quantum capacitance only at low voltages, thus increasing the interfacialcapacitance only in this voltage regime. For the modeling of liquid-gated graphene inthis section, we assumed no potential fluctuations, corresponding to an ideal graphenelayer. The influence of these fluctuations can easily be estimated by comparing Fig. 9.12with Fig. 9.6, i.e. only the low-voltage regime will be affected where the capacitancewill increase slightly. Essentially, fluctuations will reduce the gate dependence of theinterfacial capacitance, and may even lead to a rather constant value for the interfacialcapacitance. Consequently, our results for ideal graphene are in fact the lower limit for
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 Figure 9.12.: Interfacial capacitance of the graphene–electrolyte system as a function ofapplied gate electrode potential UG for the hydrophobic solid–liquid inter-face (extended Poisson–Boltzmann model, black solid line). The resultsof the standard Poisson–Boltzmann approach (red dashed line) and thequantum limit (blue dotted line) of bulk graphene are shown for compari-son (same data as in Fig. 9.11). The gray line corresponds to a simple platecapacitor model of width d = 0.32 nm and a static dielectric constant ofεr = 1. At large voltages UG the plate capacitor model describes nicely thehydrophobic double layer capacitance whereas for small voltages the quan-tum capacitance of graphene dominates. For completeness we also includethe results for the hydrophilic extended PB model (green dash-dotted line).
 the interfacial capacitance. Our value for the capacitance of the double layer (parallelplate model) is around 3 μF/cm2 and thus much lower than the value of 70 μF/cm2
 as estimated by Heller et al., who significantly overestimated the double layer capaci-tance. Also the standard Poisson–Boltzmann model overestimates the capacitance. Forcompleteness, we also include our results for the capacitance of a (hypothetically) hy-drophilic graphene–electrolyte interface (green dash-dotted line). Here, we used thesame extended Poisson–Boltzmann model as for the hydrophobic case but instead usedthe hydrophilic parameters for the water density, i.e. static dielectric constant of theelectrolyte, and for the PMFs of the ions, see Fig. 8.8 and Fig. 8.13, respectively. Thehydrophilic results are somewhat closer the PB model but significantly different fromthe hydrophobic model. As our hydrophobic model leads to results that are closer toexperimental results than the hydrophilic or the simple PB model, it seems to be veryimportant to consider the hydrophobic nature of interfaces when analyzing, optimizingand modeling device behavior. In the next chapter we test our hydrophobic model on adifferent material system, namely diamond.
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 10. Modeling diamond based solution gatedfield-effect transistors
 In this chapter we are investigating diamond–electrolyte interfaces. First, we discuss theband structure of diamond. Then we analyze the properties of the two-dimensional holegas in surface conducting diamond as a function of substrate orientation. Finally, wemodel the hydrophobic interaction and charge accumulation at the diamond–electrolyteinterface.
 Hydrogen-terminated diamond is known to be surface conducting and hydrophobicwhen in contact with water. While the hydrophobic interaction of surfaces with wateris a well-known phenomenon, there is not much known on its influence on biosensor de-vices. In this chapter we calculate the interfacial potential at the hydrogen-terminateddiamond–aqueous electrolyte interface. We show that experimental results on the sheetcharge density of diamond field-effect devices can be reproduced by our simulations, onlyif we include the hydrophobic nature of the surface into our model. Thus the perfor-mance of potentiometric biosensor devices strongly depends on the hydrophobicity of thesurface. In Ref. [DLB+11] we published our work on modeling the diamond–electrolyteinterface where we particularly focused on the hydrophobicity of diamond and the chargeaccumulation in this electric double layer as a function of electrode gate potential. Thehole charge distribution in the diamond had been described successfully with a single-band effective-mass model, although such a model is typically not appropriate to describethe hole energy levels in a semiconductor. However, for the purpose of that work whereonly the total charge as a function of gate potential was relevant, the single-band modelworked reasonably well. In this chapter we extend the previous approach [DLB+11], bynow using a 6 × 6 k · p Hamiltonian to describe the charge accumulation at the dia-mond surface. To our knowledge this is the first attempt to apply a self-consistent k · pformalism to a semiconductor–electrolyte structure, where nonparabolicity effects andwarping are included. Self-consistent solutions of the Schrodinger–Poisson equation forhydrogen-terminated diamond (surface conducting diamond) have previously been per-formed by Edmonds et al. [EPL10]. They considered a single-band model with effectivemasses derived from the Luttinger parameters of Willatzen et al. [WCC94] for diamond.In contrast to the single-band model with parabolic and isotropic masses, the k ·p modelallows us to compare different diamond substrate orientations, namely (100), (110) and(111) with respect to their sensitivity. However, an important ingredient for k ·p calcu-lations are the Luttinger parameters that describe the hole masses. It seems that thereis not much known on the precise values of the valence band masses in diamond. Thiswill be the topic of the next section.
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 10.1. Band structure of diamond
 Intrinsic diamond is an insulator with an indirect band gap of 5.5 eV at room tempera-ture. In this section we discuss the valence band structure of diamond and compare theenergy dispersion along several directions in k space. For the k · p energy dispersions anumber of different sets of Luttinger parameters that can be found in the literature willbe tested against each other. Surprisingly, there is still a substantial lack of informationabout the details of the band structure of diamond. Willatzen et al. [WCC94] collectedeight different sets of Luttinger parameters from different authors. Further comparisonshave been made by Gheeraert et al. [GKTK99] and Reggiani et al. [RWZ83]. So we haveat least 13 different sets of Luttinger parameters. Only two of them are similar (the onesof Saslow et al. and van Vetchen et al.), all others deviate more or less substantially. Pre-vious work did not compare the resulting valence band structures for these parameters.We found that for actually four of these sets of Luttinger parameters the hole dispersionbends into the opposite direction (negative mass). Figure 10.1 shows our results. Weonly plot the energy dispersion along the directions [110] (solid lines) and [111] (dottedlines) (left part of the figure) where the sets of parameters lead to incorrect curvature ofthe hole bands. The dispersion along [100] is plotted in all cases (right part of the figure,solid lines). In diamond the split-off energy is very small (Δso = 6meV) and indicated bythe arrow. As we discard these sets of Luttinger parameters in the following, we do notlist the actual Luttinger parameters and their references. Instead we refer to Table IV
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 Figure 10.1.: Comparison of different sets of Luttinger parameters where the 6× 6 k · pvalence band energy dispersion leads to incorrect curvature of the holebands. Negative x axis: energy dispersion along the [110] (m = 0, solidlines) and [111] (m = 1, dotted lines) directions; positive x axis: energydispersion along the (100) direction (solid lines).
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 in Ref. [WCC94] and references therein. The parameters by Eremets et al. (black solidlines) and Bashenov et al. (red solid lines) lead to a dispersion along the [110] directionwhere the curvature is almost flat and has negative slope at |k| > 0.035 A−1 (Eremets)or at |k| > 0.016 A−1 (Bashenov). This fact was already discussed by Bashenov. Konoet al. have published two sets of parameters. For both the first set (blue lines) and thesecond set (green lines), the dispersion of the uppermost hole state has negative slopealong all three directions [100], [110] and [111]. Furthermore, the second set (green dot-ted line) leads to negative slope for values of |k| > 0.025 A−1 along the [111] direction.This makes us believe that not all authors actually calculated the band structure fortheir set of Luttinger parameters. Luttinger parameters are usually determined by cy-clotron resonance experiments. This was the method employed by Rauch [Rau61] whoderived an effective light hole mass of mlh = 0.70m0 that showed little anisotropy anda split-off hole mass of mso = 1.06m0 with no anisotropy. He also derived a value forthe heavy hole mass of mhh = 2.18m0 [Rau62]. We used these values in our previouswork [DLB+11] where we employed a single-band model. We note that the A, B andC parameters of the early work of Rauch are significantly different to all other sets ofLuttinger parameters, and there seems to be even doubt on the correct interpretation ofhis experiment [GKTK99].Figure 10.2 and Fig. 10.3 show the dispersion along [110] and [111], respectively, as
 well as along [100] for other sets of Luttinger parameters. We did not include the setspublished by van Haeringen et al., Reggiani et al., Saslow et al., van Vetchen et al. andHall. The purpose of the figures is to demonstrate that there is significant varianceamong those parameters, and that the energy dispersion of the heavy hole for the Rauchparameters corresponds to a much larger, i.e. heavier hole mass than for other sets ofLuttinger parameters.As there is currently no consensus about any experimentally derived set of Luttinger
 parameters, we also investigated the band structure obtained from the sp3d5s∗ tight-binding (TB) parameterization of Jancu et al. [JSBB98]. They published empirical TBparameters for diamond. However, this set does not lead to a spin-orbit splitting at k = 0and thus all three hole bands are degenerate at the Γ point. The reason for this is thatthey set their Δ/3 parameter to zero. We adjusted this parameter to Δ/3 = 0.0024 eVso that we now obtain a split-off energy of Δso = 0.006meV. This change is negligiblewith respect to the overall band structure so that we can still use the original Jancuparameterization for all other parameters. Only the valence band structure at the Γpoint is affected by our choice of Δ/3. We compared the k · p dispersions for all sets ofLuttinger parameters to our calculated tight-binding band structure (not shown). TheLuttinger parameters of Willatzen et al. were the ones that were closest to the TB valenceband structure along all three high symmetry directions as shown in Fig. 10.4. This is thereason why we use Willatzen’s parameters in the following although we do not claim thatthis is the ‘best’ choice. Their parameters have been derived within the framework ofdensity-functional theory (local density approximation, self-consistent scalar-relativisticlinear muffin-tin-orbital method). Having established our set of Luttinger parameters weare now prepared to analyze diamond heterostructures in general or diamond surfacesas a function of substrate orientation in the next section.
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 Figure 10.2.: 6×6 k·p valence band energy dispersion along the [110] and [100] directionsfor different sets of Luttinger parameters.
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 Figure 10.3.: Same as Fig. 10.2 but along the [111] and [100] directions.
 10.2. Results: Influence of substrate orientation on the densityof a two-dimensional hole gas in diamond
 In this section we investigate the density of a two-dimensional hole gas (2DHG) indiamond for different substrate orientations at room temperature. Our model systemconsists of diamond where the 2DHG is induced by a constant surface charge density. In
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 Figure 10.4.: Energy dispersion along the high symmetry directions [100] (black), [110](green), [111] (red) in k space calculated by the tight-binding (TB) method(solid lines). For comparison the results obtained by diagonalizing thebulk 6 × 6 k · p Hamiltonian for each k vector is shown for the Luttingerparameters of Willatzen et al. (dotted lines).
 real samples the 2DHG is induced by the hydrogen termination of the diamond surface.This results in a negative electron affinity of about χ = −1 eV which causes p-type surfaceconductivity (surface conducting diamond). The hydrogen at the diamond surface hasanother effect, namely that the surface gets hydrophobic. This will be the topic of thenext section. In this section we solve the 6× 6 k · p Schrodinger–Poisson equation self-consistently for (100), (110) and (111) substrate orientations. As boundary conditionswe used a negative interface charge density of σ = −5 ·1013 cm−2 at the diamond surfacein order to induce a 2DHG, and a flat band boundary condition in the bulk diamond, i.e.zero electric field far away from the interface. The doping concentration was assumedto be n-type in the whole diamond (0.5 · 1018 cm−3, nitrogen with ionization energyEion
 D = 1.7 eV).
 Figure 10.5 shows our results. It can be clearly seen that the (111) substrate orienta-tion (red dashed lines) has a higher density than the (100) orientation (black solid lines).Even a higher density is obtained for the (110) orientation (blue dash-dotted lines). Thecorresponding 2DHG sheet densities are σ110 = 5.8·1012 cm−2, σ111 = 4.5·1012 cm−2 andσ100 = 3.0 · 1012 cm−2, respectively. The different results for each orientation are due tothe anisotropy of the valence band structure. It can also be seen from the sheet densitiesthat the interface charge σ is not completely canceled (screened) by the 2DHG sheetcharge density. Thus there is additional band bending further away from the 2DHG re-gion and not a flat band. This also reveals the difference between the capacitance of anideal parallel plate capacitor and the ‘quantum capacitance’ [Lur88] of a two-dimensional
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 Figure 10.5.: Hole densities and valence band edges (vb) of a two-dimensional hole gasin diamond for various substrate orientations ((110) – blue dash-dottedlines, (111) – red dashed lines, (100) – black solid lines). The single-bandresults are independent of substrate orientation (gray dotted lines) becauseisotropic masses are used. The Fermi level EF is indicated by the graydashed line.
 electron or hole gas. We used the Luttinger parameters of Willatzen et al., motivatedby the discussion of the previous section. The parameters by Reggiani et al., Saslow etal., van Haeringen et al. and van Vetchen et al. show a higher anisotropy (warping) interms of [111] vs. [100] directions leading to a slightly larger difference with respect tothe respective densities in this example (not shown). For comparison we also show thesingle-band results (gray dotted lines) obtained with the parabolic and isotropic effectivemasses by Rauch (mhh = 2.18m0, mlh = 0.70m0, mso = 1.06m0) where for each of thethree valence band edges the single-band Schrodinger equation was solved. In this casethe results are independent of substrate orientation. As these masses are much heavierthan the masses by Willatzen (see also Fig. 10.2 and Fig. 10.3), the density is largerthan for the k · p formalism. In fact, the single-band density is almost entirely due tothe occupation of the highest heavy hole ground state. Also for k · p along [110] onlythe ground state contributes to the density. This is consistent as the mass along [110]is much heavier than along the other directions (see Fig. 10.4). For [111] the groundstate and the first excited state contribute to the density because they have very similarenergies, whereas for [100] the ground state and the first two excited states contributeto the density. The latter two excited states also have very similar energies. This can beseen in Fig. 10.6 which shows the three uppermost eigenstates (square of the probabilityamplitude shifted by its eigenenergy) for each substrate orientation at k‖ = 0. In factbecause of spin the six highest eigenstates are shown but the two spin states have the
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 Figure 10.6.: Three uppermost eigenstates (square of the probability amplitude shiftedby its eigenenergy) for each orientation at k‖ = 0, valence band edge ener-
 gies (vb) and Fermi level.
 same energy and the same probability density at k‖ = 0. Only for [110] (blue dash-dotted lines) the energy of the ground state lies above the Fermi energy (gray dashedline), compare also with Fig. 10.10. The probability densities of the uppermost threestates have only one maximum for [100] (black solid lines) and [111] (red dashed lines)directions, i.e. they are derived from the ground states of the heavy, light and split-offhole but these are in fact mixed states. Only for [100] at k‖ = 0, the second state isa pure heavy hole, and for [111] the ground state is 50% heavy and 50% light with nocontribution from split-off hole at k‖ = 0. All other states shown in this figure aremixed states. For [110] the second excited state has one node. For all orientations ourcalculations indicate that states with one node are not occupied (not shown). For con-finement along [110] direction, the maximum of the probability density is much closerto the surface. This will have influence on the capacitance of diamond biosensors asthe 2DHG density is then more sensitive to potential changes at the surface. In thefigure it looks as if only the first two states are plotted for [100] and [111] but in factthree states are plotted for each. The reason is that for [100] the two excited states havealmost the same energy (separated by 4meV) and the same shape, whereas for [111] theground state and the first excited state have almost the same energy (also separated by4meV) and the same shape (see also Fig. 10.10 where the energies are shown in moredetail). As the triangular-like confinement potential is very strong, the 2DHG is locatedwithin the first few nanometers. This justifies to use a small quantum region of 10 nm(nonuniform grid, 151 quantum grid points) with Dirichlet boundary conditions. Thek‖ = (kx, ky) space has been discretized on 41 × 41 = 1681 k points with a maximum
 value of kmax = 0.18 A−1 along the kx and ky directions.
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 Figure 10.7.: k‖-resolved hole density distribution p(kx, ky) for (110) oriented diamond.Here, kx is related to [100] and ky to [011] direction. The confinementdirection is parallel to [011]. The right part shows the horizontal andvertical slice through the center.
 Figure 10.8.: k‖-resolved hole density distribution p(kx, ky) for (111) oriented diamond.Here, kx is related to [112] and ky to [110] direction. The confinementdirection is parallel to [111].
 Figure 10.9.: k‖-resolved hole density distribution p(kx, ky) for (100) oriented diamondHere, kx is related to [100] and ky to [010] direction. The confinementdirection is parallel to [001].
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 Figure 10.7, Fig. 10.8 and Fig. 10.9 show the k‖-resolved hole density distributionp(kx, ky) for (110), (111) and (100) oriented diamond, respectively. In these plots onecan see the amount that each k‖ point contributes to the density. The k‖ = (kx, ky) spacerefers to the rotated coordinate system and thus the kx and ky direction are differentfor each orientation (see figure captions). In all cases the growth direction is meant tobe along the z direction. The k‖-resolved hole density distribution for (100) orienteddiamond has to be symmetric with respect to kx and ky (Fig. 10.9). The k‖-resolvedhole density distribution for (111) looks symmetric with respect to kx and ky (Fig. 10.8).A detailed analysis of the energy dispersion (see Fig. 10.10) reveals that the dispersionalong kx is in fact very similar to the one along ky (red dotted lines), thus justifying toexpect an almost symmetric k‖-resolved density. This is not the case for (110) orienteddiamond (Fig. 10.7). In this case the k‖-resolved hole density distribution is elongatedalong the kx direction indicating that it is more favorable to occupy states along kxrather than along ky. To understand this preference it is necessary to analyze the energydispersion of the occupied states. Figure 10.10 reveals that the energy dispersion of theground state h1 (blue dash-dotted line) has less curvature along the kx direction ratherthan the ky direction. Consequently, this favors the occupation of the states along thekx direction for increasing energy.Finally, we show the calculated energy dispersions of the highest hole eigenstates for
 each substrate orientation in Fig. 10.10. The energy scale is the same as for Fig. 10.6which shows the eigenstates at k‖ = (kx, ky) = 0. Only for (110) oriented diamond theground state h1 lies above the Fermi level EF. The hole energy dispersion for (100)oriented diamond is symmetric with respect to kx and ky whereas for (111) diamonda slight asymmetry is present. (110) diamond shows a very pronounced asymmetry asalready discussed. Also the energies at k‖ = 0 and their contributions to the densityhave already been discussed when analyzing the square of the probability amplitudes(Fig. 10.6). At k‖ = 0 each state is twofold spin degenerate. Thus we labeled theuppermost ‘three’ states with h1, h2 and h3 although there are actually six states.The spin-splitting at nonzero k‖ is due to structural inversion asymmetry (SIA). Thetriangular confinement potential induces SIA in contrast to bulk diamond which has acenter of inversion, i.e. no bulk inversion asymmetry (BIA) and no SIA. Only the spin-splitting of the states h1 and h2 for (100) diamond is noticeable in this figure, in allother cases it can hardly be recognized.Our calculations reveal a lot of information in terms of energies, energy dispersions,
 spatial extension and character of wave functions for each k‖ vector, as well as informa-tion on subband densities or even k‖-resolved densities for each substrate orientation.This information is useful in understanding and optimizing device designs, although weemphasize that reliable band structure parameters are needed as input. Our analysisis extremely useful when transitions between these hole subbands are involved, e.g. inoptical absorption experiments, as different orientations show a significantly differentenergy spectrum, e.g. due to selection rules. However, for experiments where mainly thedensity is involved, e.g. in capacitance–voltage measurements, only the total density isrelevant. Thus the contribution of the individual subband densities to the total densityis somehow irrelevant, i.e. the precise spectrum of the energy levels is not as important
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 Figure 10.10.: Dispersion of the highest hole energy levels for (100), (110) and (111)oriented diamond. Only for (110) oriented diamond (blue dash-dottedlines) the ground state lies above the Fermi level. The kx and ky directionsare with respect to the rotated coordinate system and thus are different foreach orientation. (100) oriented diamond (black solid lines) is symmetricwith respect to kx and ky whereas (111) diamond (red dashed lines) showsa slight asymmetry. (110) diamond shows a very pronounced asymmetry.
 as for optical absorption experiments. Depending on the orientation either one or severalsubbands are occupied but this is not vital as here merely the total density is relevant.
 Neglecting any additional surface effects like surface relaxation or surface reconstruc-tion, our calculations demonstrate that a (110) sample has a higher 2DHG sheet densitythan a (111) sample, and that the latter has a higher sheet density than a (100) samplewith respect to the same boundary condition (negative interface charge). This is equiv-alent to saying that the change in 2DHG sheet density of a (110) sample is larger withrespect to potential changes at the surface than for a (111) or for a (100) sample, i.e. a(110) sample is more sensitive than (111) and (100) samples, and consequently bettersuited for sensor devices. The change of 2DHG sheet density due to potential changeswill be discussed in more detail in the next section where the surface potential is variedby changing the potential in an electrolyte.
 10.3. Results: Hydrophobic interaction and chargeaccumulation at the diamond–electrolyte interface
 Biosensor and bioelectronic devices are still a matter of intensive research and theircommercial success has remained a challenge. Interfaces with water play a major role in
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 these devices. Most biosensors are based on silicon where the silicon layer has a nativethin oxide layer between the silicon and the electrolyte. This is a similar arrangementas in MOSFETs where the silicon layer is separated from the gate by an oxide whichacts as an insulator. Analogous to a plate capacitor, the potential-dependent chargein the conductive channel of a field-effect transistor constitutes the capacitance of theinterface. Consequently, the influence of the oxide on the capacitance is well studiedin silicon. To increase silicon CMOS device performance the thickness of this oxidelayer has been reduced over the last decades, but also SiO2 has been replaced withhigh-k dielectric materials like HfO2 with a large dielectric constant of εr = 26.1 (seeFig. A.3). The dominance of silicon in biosensor applications is being challenged by newmaterials like nitrides, graphene (see Chapter 9), carbon nanotubes or diamond due totheir better biocompatibility, chemical and electrochemical stability in electrolytes andfunctionalization possibilities. The carbon based materials do not have a native oxide andthus the two-dimensional carrier gas is very close to the electrolyte which acts as a gate.One can thus assume that the sensitivity is higher than in silicon based devices. In mostbiosensors the sensing signals are generated by potential changes across the interfacethat modulate the concentration of the charge carriers, and thus the conductivity. Wewill show in the following that the strong hydrophobic nature of the diamond interfacewill reduce the sensitivity in comparison to hydrophilic interfaces. This is due to thefact that the hydrophobicity of the surface leads to a depletion of water in the vicinityof the surface. Therefore this hydrophobic ‘gap’ acts as a small insulating layer of verylow dielectric constant which influences the total capacitance, i.e. in this very narrowregion the dielectric constant drops from around εr = 78 to approximately εr = 1. Anadditional effect that influences the capacitance is the position of the ion charges in theelectrolyte relative to the two-dimensional carrier gas. For hydrophobic interfaces theions are further away than for hydrophilic interfaces. These effects have been barelydiscussed in the literature when explaining the operation of biosensor devices, but infact the hydrophobicity of a surface has a major effect on its interaction with water.In the more commonly employed Si–SiO2 based biosensors such effects are negligible.First, because their surface is hydrophilic, and secondly because the oxide acts as adielectric spacer between the charges in the solid and in the liquid. Thus any effectsof additional hydrophobic separation would be hardly noticeable. We note that organicsemiconductors also exhibit strong hydrophobicity. Due to the electrochemical stabilityof the diamond surface, it is possible to bring it into an electrolyte solution and to applya potential between the electrically contacted diamond surface and a reference electrodein the electrolyte. The potential across the diamond–electrolyte interface determinesthe position of the band edges relative to the Fermi level at the diamond surface. If thevalence band edge is pushed close to or above the Fermi level, holes are accumulated andform a two-dimensional hole gas at the diamond surface. Its charge carrier density isdetermined by the position of the valence band edge relative to the Fermi level. Thus thehole density at the diamond surface increases with applied voltage where the capacitanceof the interface determines the respective part of the voltage drop in the diamond andin the electrolyte. In the following we will model this potential drop by calculatingthe electrostatic potential distribution across the interface and its corresponding charge
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 accumulation by solving the coupled system of the 6×6 k·p Schrodinger and the Poissonequation self-consistently. The Schrodinger equation is solved only in the diamond butthe Poisson equation is solved in both the diamond region and in the electrolyte region.The charge density consists of the density of all ions in the electrolyte and the hole densityin the diamond determined by the wave functions and the energy levels as obtained bythe Schrodinger equation. We use a Dirichlet boundary condition for the electrostaticpotential in the bulk electrolyte (φ(∞) = UG) and a Neumann boundary condition(∂φ∂x = 0) in the bulk diamond at the left side. UG is the gate potential applied betweenthe reference electrode and the diamond contact. We will compare three different models,the standard Poisson–Boltzmann (PB) approach and the extended Poisson–Boltzmannapproach assuming a hydrophobic or a hydrophilic interface. The latter two modelstake into account a spatially varying dielectric constant εr(x) and the potential of meanforce (PMF) for the electrolyte ions (see Section 8.4), whereas the PB model assumesa homogeneous dielectric constant of water (εr = 78) in the whole electrolyte region upto the interface, and no PMFs. The electrolyte consists of 50mM NaCl. As we do nothave available the PMFs for the 10mM potassium based phosphate buffer ions (PBS,see Subsection 8.3.5), we simply ignore the buffer ions in the following.In the previous section we found differences among the three diamond substrate ori-
 entations. Experiments on (110) diamond are difficult because (110) oriented diamondsamples are hardly available. While studying the electronic transport at the hydrogen-terminated diamond–electrolyte interface, Lippert found experimentally that (111) dia-mond is more sensitive than (100) diamond [Lip10]. This was qualitatively confirmed byour diamond–electrolyte simulations (not shown) but the increase in sensitivity was notas large as expected. Therefore we cannot fully explain the difference in experimentalresults between (111) and (100) diamond. We thus believe that the increased sensitivityof the (111) oriented diamond sensor cannot be explained only by the different holeband structure along this direction. It seems reasonable that also the different atomicarrangement at the surface has a significant effect, e.g. surface relaxation or surfacereconstruction, or that the (111) surface is slightly less hydrophobic than the (100) sur-face. In the following we present our results on the calculations of diamond–electrolyteinterfaces where the diamond surface is oriented in the (100) plane.In order to quantitatively understand the modulation of the 2DHG density by varying
 the electrolyte potential, we have to analyze the charge distribution at the solid–liquidinterface in more detail. Figure 10.11 shows the calculated valence band edge energy(black lines) of the hydrogen-terminated diamond–electrolyte interface for an appliedgate voltage UG = −0.2V. By adjusting the gate potential applied between the referenceelectrode in the electrolyte and a contact on the diamond, one can shift the valenceband edge with respect to the Fermi level. This modifies the confinement potential ofthe resulting triangular well, and thus also the positive charge density (blue lines) ofthe two-dimensional hole gas in the diamond, leading to a band bending at the surface.The hole density is mirrored by the corresponding total ion charge density (net negativecharge) in the electrolyte indicated in red. The results of the Poisson–Boltzmann (PB)calculation are shown in dotted lines whereas the results obtained with our new extendedPoisson–Boltzmann model that takes into account the hydrophobic interface are shown
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 Figure 10.11.: Calculated valence band edge energy (black lines) of the hydrogen-terminated diamond–electrolyte interface for an applied gate voltageUG = −0.2V. By adjusting the gate potential applied between the refer-ence electrode in the electrolyte and a contact on the diamond, one canshift the valence band edge with respect to the Fermi level (EF = 0 eVin diamond). This modifies the confinement potential of the resultingtriangular well, and thus also the positive charge density (blue lines) ofthe 2DHG in the diamond, leading to a band bending at the surface.The hole density is mirrored by the corresponding total ion charge den-sity (net negative charge) in the electrolyte (red lines). The results ofthe Poisson–Boltzmann calculation are shown in dotted lines whereas theresults obtained with our new extended Poisson–Boltzmann model thattakes into account the hydrophobic interface are shown in solid lines. Thearrow indicates the region of low water density (hydrophobic region).
 in solid lines. The arrow indicates the region of low water density (hydrophobic region)which has a width of approximately 0.3 nm. The same situation is shown in Fig. 10.12.In the left part the three highest eigenstates (square of the probability amplitude shiftedby its eigenenergy) at k‖ = 0 are shown for both the hydrophobic (red solid lines)and the standard PB approach (blue dotted lines). In fact, at k‖ = 0 the states aretwofold degenerate due to spin, so essentially six states are shown. In the right partthe distribution of the Cl– and the Na+ ions is shown for both models. In the bulkelectrolyte both ions reach their equilibrium concentration of 50mM. The potential ofmean force (PMF) for the Na+ ions causes the local maximum in the Na+ ion densityprofile. For the PB model both the 2DHG and the Cl– ions are closer to the interface.In this case also higher densities are present on both sides (compare with Fig. 10.11). Inthe diamond part, this is achieved by moving the energy levels closer to the Fermi level.
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 Figure 10.12.: Calculated valence band edge energy (black lines) for an applied gatevoltage UG = −0.2V, i.e. same situation as in Fig. 10.11. The arrowindicates the region of low water density (hydrophobic region). In the leftpart the three highest eigenstates (square of the probability amplitudeshifted by its eigenenergy) at k‖ = 0 are shown for both the hydrophobic(red solid lines) and the standard Poisson–Boltzmann (PB) approach (bluedotted lines). In the right part the distribution of the Na+ and Cl– ions isshown for both models (solid lines: extended PB model with hydrophobicinterface, dotted lines: PB calculation).
 As already shown in Fig. 10.6 of the previous section, the second and the third eigenstatehave almost the same energy (also separated by 4meV for both the hydrophobic andthe PB model) and the same shape for (100) oriented diamond. This is however difficultto see in this figure. The 2DHG sheet charge density for the hydrophobic model isσ = 3.8 · 1012 cm−2 and for the PB model σ = 10 · 1012 cm−2.
 Figure 10.13 shows the calculated electrostatic potential and valence band edge energy(black lines) for an applied gate voltage UG = −0.2V, i.e. same situation as in previousfigures. Again, the results of the Poisson–Boltzmann (PB) calculation are shown in dot-ted lines, whereas the results obtained with our new extended Poisson–Boltzmann modelthat takes into account the hydrophobic interface are shown in solid lines. The appliedgate voltage UG in the electrolyte cannot be directly related to the electrostatic potentialin the diamond because part of the applied voltage drops in the electrolyte region closeto the interface. The electrostatic potential distribution reveals the potential drop acrossthe diamond–electrolyte interface. We found that there is a striking difference betweenthe two models. The arrow indicates the large potential drop in the electrolyte region forthe hydrophobic model (red solid lines). The potential drop in the electrolyte for the PBmodel (blue dotted lines) is much smaller because here the ions are allowed to approach
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 Figure 10.13.: Calculated electrostatic potential and valence band edge (black lines) ofthe hydrogen-terminated diamond–electrolyte interface for an applied gatevoltage UG = −0.2V, i.e. same situation as in previous figures. Thearrow indicates the large potential drop in the electrolyte region for thehydrophobic model (red solid lines). The potential drop in the electrolytefor the standard Poisson–Boltzmann model (blue dotted lines) is muchsmaller. Consequently, the surface potential at the interface has almostthe same value as the applied potential (solid lines: extended PB modelwith hydrophobic interface, dotted lines: PB calculation).
 the interface infinitely close and additionally, the dielectric constant of water is very higheven close to the surface. Both effects minimize the potential drop in the electrolyte.Consequently, the surface potential at the interface has almost the same value as theapplied potential. In the latter case, most of the potential drop occurs in the diamond,whereas for the extended Poisson–Boltzmann model most of the potential drop happensin the hydrophobic ‘gap’ region where the ion concentration and the water density isvery low. Recall that for the PB model the dielectric constant has a value of εr = 78 upto the interface, whereas the extended PB model assumes a dielectric constant of εr = 1in the hydrophobic ‘gap’ where no ions are present. Consequently, this potential dropis very similar to the drop in the insulator region of a metal–insulator–semiconductorstructure (see Appendix A). As a result, the valence band edge for the hydrophobicmodel is closer to the Fermi level resulting in a lower 2DHG density.
 The experimental carrier concentrations [Lip10] for different gate potentials from in-liquid Hall effect measurements and the simulated results obtained with our k ·p calcula-tions are compared in Fig. 10.14. The experimental data sets (symbols) for several (100)diamond samples are normalized with respect to their threshold voltage. Above thethreshold voltage all of them show a nearly linear increase of the carrier concentrationwith the gate potential UG. The slope of the experimental data points is almost the same
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 Figure 10.14.: Comparison of the experimentally obtained carrier concentrations for dif-ferent gate potentials with our k · p calculations. The experimental datasets (symbols) for several (100) diamond samples are normalized with re-spect to their threshold voltage. The extended Poisson–Boltzmann modelfor the hydrophobic interface (black solid line), the hydrophilic interface(red dashed line) and the conventional Poisson–Boltzmann model (bluedash-dotted line) are compared. Results of the extended PB model forthe hydrophobic case when a shift of the water density of ±0.05 nm isconsidered are additionally shown (dash-dot-dot and dot).
 for all samples. From the slope one can determine the interfacial capacitance to be about2 μF/cm2, see Fig. 10.15. This value is in agreement with results obtained from cyclicvoltammetry and impedance spectroscopy [GNHS08]. The extended Poisson–Boltzmannmodel for the hydrophobic interface (black solid line), the hydrophilic interface (reddashed line) and the conventional Poisson–Boltzmann model (blue dash-dotted line) arecompared. The agreement between the hydrophobic extended PB model and the slopeof the experimental data is remarkable. We note that the hydrophobic model employedin our work is based on molecular dynamics simulations, see Section 8.4. In order totest the influence of the size of the water-depleted region, we have shifted the water den-sity profile by a tiny amount of ±0.05 nm with respect to the surface. This is a typicalvariation for different hydrophobic surfaces. These calculations (dash-dot-dot and dot)show that our assumed water density profile works surprisingly well. We also found thatshifting the PMFs by this amount has only negligible influence (not shown).
 Figure 10.15 shows the calculated capacitance–voltage characteristics of the extendedPoisson–Boltzmann model for the hydrophobic interface (black solid line). Results ofthe extended Poisson–Boltzmann model for the hydrophobic case when a shift of the
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 Figure 10.15.: Calculated capacitance–voltage characteristics of the extended Poisson–Boltzmann model for the hydrophobic interface (black solid line). Resultsof the extended Poisson–Boltzmann model for the hydrophobic case whena shift of the water density of ±0.05 nm is considered are additionallyshown (dash-dot-dot and dot).
 water density of ±0.05 nm is considered are additionally shown (dash-dot-dot and dot).The capacitance values of around 2 μF/cm2 are of similar magnitude than for graphenebased biosensors (see Fig. 9.12). The conventional PB model clearly overestimates thecapacitance of (100) oriented hydrogen-terminated diamond biosensors because it doesnot take into account the depletion of water and ions. The hydrophilic model, however,takes into account PMFs for the ions and a spatially varying water density. It is inter-esting to see that both the PB and the extended PB model for a hydrophilic interfacelead to similar capacitances (around 7 μF/cm2, not shown). In the latter case the PMFsand the water density profile for a hydrophilic interface were used rather than the onesfor a hydrophobic interface. In the hydrophilic case, both the ions and the water canapproach the surface closer but still not as close and not with such a high density as withthe PB model. The shortcomings of the PB model are less pronounced for hydrophilicsurfaces such as the Si–SiO2–electrolyte interface, investigated in Chapter 7.In conclusion we have demonstrated that the hole accumulation at the hydrogen-
 terminated diamond–electrolyte interface can therefore be simulated to great accuracywith the extended Poisson–Boltzmann model where the hydrophobic character of thesurface is explicitly taken into consideration. Hydrophobicity limits the approach ofelectrolyte ions to the surface and therefore increases the potential drop in the elec-trolyte. This reduces the effective potential at the semiconductor surface. Consequently,the sensitivity of potentiometric biosensor devices which depend on the variation of thenumber of charge carriers with potential change is profoundly affected by the modifica-tion of the interfacial capacitance for any hydrophobic surface.
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A. Metal–insulator–semiconductorstructures
 Based on the previous work of Ref. [Hac02], we are describing here in little more detailthe modeling of metal-insulator-semiconductor (MIS) contacts that are very importantfor MOSFET simulations. They are also termed MOS (metal–oxide–semiconductor)contacts. A very good review about MOS structures can be found in [Sze81]. In thiswork we are treating a MIS contact as a Schottky contact by specifying an appropriateSchottky barrier.When a metal is in contact with a semiconductor, a potential barrier is formed at the
 metal–semiconductor interface. In 1938, Walter Schottky suggested that this potentialbarrier arises due to stable space charges in the semiconductor [Sch38]. At thermalequilibrium, the Fermi levels of the metal and the semiconductor must coincide. Thereare two limiting cases:
 • Ideal Schottky barrier
 In a metal–n-type semiconductor structure, the barrier height φB is the differenceof the metal work function φm and the electron affinity χs of the semiconductor
 eφB = e (φm − χs) , (A.1)
 where e is the positive elementary charge.In a metal–p-type semiconductor structure, the barrier height φB,p is given by
 −eφB,p = e (φm − χs)− Egap, (A.2)
 where Egap is the band gap energy.
 • Fermi level pinning
 If surface states on the semiconductor surface are present, then the barrier heightφB is determined by the property of the semiconductor surface and is independentof the metal work function φm. The conduction band edge is then pinned at eφBabove the Fermi level.
 The Schottky barrier model of nextnano3 is implemented as a Fermi level pinning,where we assume that the conduction band edge Ec is pinned with respect to the Fermilevel EF due to surface states (interface states). Thus the barrier height is independentof the metal work function and is entirely determined by the surface states. Although itis not possible to automatically take into account the work function of the metal, we will
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 show in the following how the Schottky barrier height is related to the work functions ofthe metal and the semiconductor, and to the electron affinities of the insulator and thesemiconductor. The barrier height can thus be adjusted manually to take into accountthe dependence on electron affinities, doping concentrations or surface charge. For aSchottky contact, only the barrier height φB and the applied voltage are needed as inputparameters.
 Figure A.1 shows the calculated conduction band edge profile of a Schottky contactat a metal–semiconductor interface at zero gate bias (VGS = 0V). In this example,the semiconductor is GaAs with an n-type doping concentration of 1018 cm−3 (fullyionized) at T = 300K and a Schottky barrier height of φB = 0.53V (solid line). If thesemiconductor is doped, the conduction and valence band edges are shifted with respectto the Fermi level, and thus depend on doping. This is a bulk property and independentof surface effects, such as an ohmic contact or a Schottky barrier height (see rightboundary of Fig. A.1). At the left boundary, however, the band profile is affected by thetype of contact. For comparison, the dotted line shows the calculated conduction bandprofile for a Schottky barrier of φB = 0V. The dashed line shows the conduction bandedge profile for an ohmic contact where one assumes Neumann boundary conditions inthe Poisson equation (eq. (1.1)), i.e. the derivate of the electrostatic potential ∂φ
 ∂x =−Fx = 0. The latter is the flat band condition, i.e. zero slope for the electrostaticpotential, which is equivalent to a vanishing electric field F. Note that a Schottkybarrier of φB = 0V is not equivalent to an ohmic contact. A Schottky barrier is aDirichlet boundary condition for the electrostatic potential, thus fixing the value of theconduction band edge at the surface with respect to the Fermi level. This is because thesemiconductor band edge energies at the metal–semiconductor interface are in a definiteenergy relationship with the Fermi level of the metal
 Ec − EF = eφB. (A.3)
 In this particular example, an artificial Schottky barrier of φB = −0.042V would beequivalent to an ohmic contact, but only for the same temperature and the same dopingconcentration.
 Instead of specifying a Schottky barrier φB, one can alternatively specify an interfacecharge density of the surface states at the metal–semiconductor interface. A fixed inter-face sheet charge density of σ = −4.434 · 10−3As/m2 (corresponding to a sheet chargecarrier concentration of −2.768 · 1012 cm−2) leads to exactly the same conduction bandedge profile (not shown) as for φB = 0.53V in Fig. A.1. In this case, the interface chargedensity corresponds to a Neumann boundary condition for the electrostatic potentialwith a fixed, nonzero slope, i.e. a nonzero electric field at the boundary (∂φ∂x = −Fx �= 0).The electric field Fx is related to the sheet charge density
 Fx =σ
 ε0εr, (A.4)
 where ε0 is the vacuum permittivity and εr is the static dielectric constant of the semi-conductor. In this example (εr = 12.93 for GaAs), the electric field at the surface is
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 Figure A.1.: Calculated conduction band profile of a Schottky contact at a metal–semiconductor interface (n-type GaAs). The Schottky contact is completelyspecified by the Schottky barrier height φB = 0.53V (solid line). The con-duction band edge Ec is pinned with respect to the Fermi level EF = 0 eV(dash-dotted line) due to surface states. For comparison, the dotted lineshows the calculated conduction band profile for φB = 0V. The dashed lineshows the conduction band profile for an ohmic contact where one assumesa flat band boundary condition for the electrostatic potential.
 387 kV/cm. Numerically, within the nextnano3 software the interface sheet charge den-sity is converted into a volume charge density and enters the Poisson equation as a fixedcharge density (eq. (1.2)).In the engineering literature for MOS structures two values are important. The work
 function of the metal φm and the work function of the semiconductor φs. The workfunction φm is the energy that is needed to move an electron at the Fermi level EF,m ofthe metal to the vacuum level Evac
 eφm = Evac − EF,m. (A.5)
 For the semiconductor the work function reads analogously
 eφs = Evac − EF,s, (A.6)
 where the work function depends on the doping properties. Another quantity that hasto be defined is the electron affinity which describes the energy difference between thevacuum level and the conduction band edge. The electron affinity of the insulator is
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 Figure A.2.: Band diagram of a MIS structure which is not in thermal equilibrium. φmis the work function of the metal, φs of the semiconductor, χi is the electronaffinity of the insulator, χs of the semiconductor, EF,m is the Fermi levelof the metal, EF,s of the semiconductor, Ec is the conduction band edgeof the semiconductor and ΔEc is the conduction band discontinuity at theinterface between the insulator and the semiconductor.
 labeled by χi, the one of the semiconductor by χs. These quantities are depicted inFig. A.2 for a MIS structure that is not in thermal equilibrium. Once the MIS structureis in thermal equilibrium, space charges are created that lead to a built-in potential.Thus the vacuum energy is shifted accordingly, resulting in a constant Fermi level ofthe whole device. This is shown in Fig. A.3 where the Poisson equation has been solvedin the insulator–semiconductor region of a metal–SiO2–Si structure at T = 300K. Thesilicon layer is p-type doped with boron with a concentration of 3 · 1017 cm−3. For theSchottky contact the barrier height φB reads
 φB = φm − χi. (A.7)
 Furthermore it holds for the conduction band discontinuity ΔEc at the interface betweenthe insulator and the semiconductor
 ΔEc + eχi = eχs. (A.8)
 Thus it followseφB = eφm − eχs +ΔEc, (A.9)
 which can be written in terms of the difference of the work functions
 eφB = e (φm − φs) + (Ec − EF,s) + ΔEc. (A.10)
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 Figure A.3.: Band diagram of a MOS structure in thermal equilibrium. Technically,one can assume a Schottky barrier of height eφB = eφm − eχs + ΔEc asthe boundary condition. Due to the built-in potential the vacuum energyis bent (only shown for the case of the 3 nm SiO2 layer (solid line)). Forcomparison, the conduction and valence band edges for a 1 nm SiO2 gatedielectric (dash-dotted line), and for a 3 nm high-k gate dielectric (HfO2,εr = 26.1, dotted line) are included.
 In this equation both φs and Ec − EF,s depend on the doping of the semiconductor,whereas in eq. (A.9) only doping independent material parameters are used. Thus itis sufficient to know the work function φm of the metal, the electron affinity χs of thesemiconductor and the conduction band offset ΔEc between the insulator and the semi-conductor in order to determine the appropriate Schottky barrier boundary condition.
 In Fig. A.3, a Schottky barrier height of φB = 3.2V has been used. The conductionand valence band edges for a 1 nm SiO2 gate dielectric (dash-dotted line), and for a 3 nmhigh-k gate dielectric (HfO2, εr = 26.1, dotted line) are shown for comparison. Reducingthe oxide thickness or increasing the dielectric constant of the oxide has a similar effect onthe conduction band edge profile, and thus on the charge carrier density. For simplicity,and in order to better demonstrate the influence of the large dielectric constant of HfO2,all other parameters were taken to be the ones of SiO2. Nowadays, a lot of effort is putinto the optimization of metal–SiO2–Si or metal–HfO2–Si contacts in order to continuethe down-scaling of CMOS transistors.
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B. Temperature dependent materialparameters
 I have implemented temperature dependent material parameters into the nextnano3
 software only if reasonable interpolation formulas were available. This is currently thecase for lattice constants, band gaps and band gap dependent k · p parameters.
 B.1. Temperature dependent lattice constants
 The lattice constants that are given in the database are only relevant for the strain cal-culations, although there are some exceptions to this rule for very specialized featureslike the calculation of alloy scattering. They vary with temperature and correspond-ing coefficients b (in units of nm/K) for the most important semiconductor materialsare available. The lattice constant in the database is given for 300K. For all othertemperatures T (in units of K), the lattice constant a is calculated by
 a = a300K + b(T − 300K). (B.1)
 The parameters for the temperature dependent lattice constants in the database weretaken from Ref. [VMRM01]. For cubic crystals, the lattice constant is specified by a, inwurtzite two lattice constants are required, namely a in the plane perpendicular to the[0001] axis, and c parallel to the [0001] axis. Unfortunately, no expansion coefficientsfor nitrides are given in Ref. [VMRM01] and Ref. [VM03]. For these materials morecomplicated formulas are necessary. They take into account that, for instance, AlN hasa negative expansion coefficient below 100K.
 B.2. Temperature dependent band gaps
 In a bulk semiconductor, both direct (Γ) and indirect band gaps (L, X) depend ontemperature. The variation between 0K and 300K is of the order 0.1 eV and must beconsidered in realistic simulations. Most common is the empirical Varshni formula wherethe functional form is fitted to
 Eigap (T ) = Ei,0K
 gap − αiT 2
 T + βi, (B.2)
 where α and β are the Varshni parameters given in the database for each materialand for each band gap (i = Γ,L,X). In the literature several different combinationsof Varshni parameters exist for each material depending on which temperature range
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Appendix B. Temperature dependent material parameters
 should be fitted most accurately. The Varshni parameters in the database were takenfrom Ref. [VMRM01].Experimentally, one only knows the temperature dependence of the band gap but
 unfortunately not the corresponding individual shifts of the valence and conduction bandedge energies. Within the nextnano3 program, the valence and conduction band edgesare defined for all materials on a global scale [VdW89]. For simplicity, we assume that forall materials the valence band edges are independent of temperature. Consequently, alsothe valence band offsets are independent of temperature. It follows that the temperaturedependence of the band gap only affects the conduction band edge energies Ei
 c(T ). Thisimplies that only the conduction band offsets are temperature dependent. However, thisis not entirely correct as in reality also the valence band offsets depend on temperature,although not as much as the conduction band offsets. Optionally, one can manuallyadjust the conduction and valence band offsets if more reliable experimental data isavailable.For a ternary alloy AxB1−x composed of two binary materials A and B, the Varshni
 parameters are not interpolated linearly. Instead, the following procedure is applied.First, the average valence band edge energy Ev,av (see Fig. 3.1) of the ternary is calcu-lated according to eq. (B.3) taking into account a possible bowing of the valence bandoffset. Then the temperature independent valence band edges of the ternary are calcu-lated using the split-off energy Δso of the ternary, where a possible bowing of Δso hasbeen taken care of. Then for each binary, the temperature dependent band gaps at Γ, Land X are calculated using the respective Varshni parameters. The next step is to calcu-late the band gaps of the ternary from the binary band gaps including bowing. Finally,the temperature dependent conduction band edge energies of the ternary are obtained byadding the band gap energies of the ternary to the value of the topmost valence bandedge energy of the ternary.The equation for interpolating a material parameter M is given by
 MAxB1−x = xMA + (1− x)MB − x(1− x)C, (B.3)
 where MAxB1−x is the resulting material parameter of the ternary alloy and x is thealloy composition. C is the bowing parameter. It accounts for deviations of the linearinterpolation (virtual-crystal approximation) by introducing a quadratic term. Occa-sionally, the last term is written with the opposite sign. Then the sign of C has to beadjusted accordingly. The linear interpolation of the lattice constants is called Vegard’slaw. Interpolation formulas for quaternary materials are discussed in Ref. [Zib07] andRef. [VMRM01].
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 The following 8 × 8 k · p parameters are temperature dependent because they dependon the band gap Egap at the Γ point.
 Zinc blende
 • S (eq. (3.62))
 • the modified DKK parameters L′, N+′, N ′ (eq. (3.101), eq. (3.103), eq. (3.105))
 • the modified Luttinger parameters γ′1, γ′2, γ′3, κ′ (eq. (3.118), eq. (3.119), eq. (3.120),eq. (3.121))
 • the modified Foreman parameter σ′ (eq. (3.126))
 • F ′ (eq. (3.122))
 • If the k · p parameters are rescaled, also the Kane parameter EP (eq. (3.158) oreq. (3.159), respectively) is affected, and consequently also the Kane momentummatrix element P (eq. (3.79)).
 Wurtzite
 • S1, S2 (eq. (3.63), eq. (3.64))
 • the modified DKK parameters L′1, L
 ′2, N
 +′1 , N+′
 2 , N ′1, N
 ′2 (eq. (3.106), eq. (3.107),
 eq. (3.108), eq. (3.109), eq. (3.110), eq. (3.111))
 • the modified RSP parametersA′1, A
 ′3, A
 ′4, A
 ′5, A
 ′6 (eq. (3.112), eq. (3.114), eq. (3.115),
 eq. (3.116), eq. (3.117))
 • the modified Foreman parameters σ′, σ′z, σ′xz (eq. (3.42))
 • If the k·p parameters are rescaled, also the Kane parameters EP1 and EP2 (eq. (3.63),eq. (3.64)) are affected, and consequently also the Kane momentum matrix ele-ments P1 and P2 (eq. (3.81), eq. (3.82)).
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C. Analytical equations for biaxial strain forarbitrary substrate orientations
 Here, we list analytical equations for the strain tensor of cubic crystals. They arevalid for heterostructures that are homogeneous along two directions, and for arbitrarysubstrate orientations. First, we present the results of our derivation of the equationsfor the simulation coordinate system [PGBD+11], then we list the results for the crystalcoordinate system.
 C.1. Simulation coordinate system
 The strain tensor components ε′ij in the simulation coordinate system basis a = (a, b, c)for arbitrary substrate orientation indicated by the Miller index (hkl) are given by
 ε′ =
 ⎛⎝ 1 0 DM
 1
 0 1 DM2
 DM1 DM
 2 −DM0
 ⎞⎠ ε′‖, (C.1)
 where DM0 = −ε′cc/ε′aa = −ε′⊥/ε′‖ is the biaxial Poisson ratio (notated DM by Van
 de Walle [VdW89]). Here, the substrate is oriented parallel to the (a, b) plane, andthe growth direction is the c axis perpendicular to it. We define DM
 1 = ε′ca/ε′aa andDM
 2 = ε′bc/ε′aa as the shear-to-biaxial strain ratios. Finally, the strain tensor components
 read
 ε′aa = ε′bb = ε′‖ =asubstrate − alayer
 alayer(C.2)
 ε′ab = ε′ba = 0 (C.3)
 ε′ac = ε′ca =λμ− ηω
 λκ− η2ε′‖ = DM
 1 ε′‖ (C.4)
 ε′bc = ε′cb =ω − ηDM
 1
 λε′‖ = DM
 2 ε′‖ (C.5)
 ε′cc = ε′⊥ =α− 2C ′
 34DM2 − 2C ′
 35DM1
 C ′33
 ε′‖ = −DM0 ε
 ′‖, (C.6)
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Appendix C. Analytical equations for biaxial strain for arbitrary substrate orientations
 where the denominators in eq. (C.4), eq. (C.5) and eq. (C.6) are always nonzero and
 α = − (C ′13 + C ′
 23
 )(C.7)
 β = − (C ′14 + C ′
 24
 )(C.8)
 γ = − (C ′15 + C ′
 25
 )(C.9)
 λ = 2C ′33C
 ′44 (C.10)
 κ = 2C ′33C
 ′55 (C.11)
 η = 2(C ′33C
 ′45 − C ′
 34C′35
 )(C.12)
 ω = C ′33β − C ′
 34α (C.13)
 μ = C ′33γ − C ′
 35α. (C.14)
 The coefficients α, β, and γ are first order, whereas the coefficients λ, κ, η, ω andμ are second order in the elastic stiffness tensor components C ′
 ij . The 6 × 6 matrixC ′ij contains the elastic constants in the Voigt notation with respect to the simulation
 coordinate system basis a. It is obtained by rotating the forth-rank elastic stiffnesstensor Cijkl from the crystal coordinate system basis x = (x, y, z) to the simulationcoordinate system basis a
 C ′mnop = RM
 miRMnjR
 MokR
 Mpl Cijkl, (C.15)
 where RM is the rotation matrix defined as
 a = RMx. (C.16)
 The rotated forth-rank tensor C ′mnop has to be mapped into the contracted C ′
 ij Voigtnotation that has more nonzero entries as compared to Cij . The strain tensor ε′ can berotated into the crystal coordinate system basis using
 ε =(RM
 )−1ε′RM . (C.17)
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 The strain tensor components εij in the crystal coordinate system x = (x, y, z) forarbitrary substrate orientation (hkl) are obtained by symmetrizing the components uijof the distortion tensor (see eq. (1.8)). The distortion tensor u is identical to the straintensor for high symmetry orientations like (001), (110) and (111) but in general it isnonsymmetric for low symmetry substrate orientations and given by [JaM, And09]
 u =
 ⎛⎝ u0 0 0
 0 u0 00 0 u0
 ⎞⎠+D
 ⎛⎝ n21D1 n1n2D1 n1n3D1
 n2n1D2 n22D2 n2n3D2
 n3n1D3 n3n2D3 n23D3
 ⎞⎠ , (C.18)
 where n1, n2 and n3 are the components of the normalized vector c along the growthdirection [hkl]
 c =
 ⎛⎝ n1
 n2n3
 ⎞⎠ =
 1√h2 + k2 + l2
 ⎛⎝ h
 kl
 ⎞⎠ . (C.19)
 The lattice mismatch is defined as
 u0 =asubstrate − alayer
 alayer, (C.20)
 and the other variables are given by
 D =−u0 (C11 + 2C12)
 DxDyDz + (C12 + C44)(n21D1 + n22D2 + n23D3
 ) (C.21)
 D1 = DyDz (C.22)
 D2 = DzDx (C.23)
 D3 = DxDy (C.24)
 Dx = (C11 − C12 − C44)n21 + C44
 (n22 + n23
 )(C.25)
 Dy = (C11 − C12 − C44)n22 + C44
 (n23 + n21
 )(C.26)
 Dz = (C11 − C12 − C44)n23 + C44
 (n21 + n22
 ). (C.27)
 To rotate the strain tensor ε into the simulation coordinate system basis, use
 ε′ = RM ε(RM
 )−1. (C.28)
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